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ABSTRACT

5G networks aim to provide ultra-low latency and higher reliability
to support emerging and near real-time applications such as aug-
mented and virtual reality, remote surgery, self-driving cars, and
multi-player online gaming. This imposes new requirements on the
design of cellular core networks. A key component of the cellular
core is the control plane. Time to complete control plane operations
(e.g. mobility handoff, service establishment) directly impacts the
delay experienced by end-user applications. In this paper, we design
Neutrino, a cellular control plane that provides users an abstraction
of reliable access to cellular services while ensuring lower latency.
Our testbed evaluations based on real cellular control traffic traces
show that Neutrino provides an improvement in control procedure
completion times by up to 3.1x without failures, and up to 5.6x
under control plane failures, over existing cellular core proposals.
We also show how these improvements translate into improving
end-user application performance: for AR/VR applications and self-
driving cars, Neutrino performs up to 2.5X and up to 2.8X better,
respectively, as compared to existing EPC.
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1 INTRODUCTION

The next-generation cellular networks are envisioned to support
emerging and near real-time applications such as augmented and
virtual reality, remote surgery, self-driving cars, cognitive assistance
apps, and multi-player online gaming. Such applications require
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higher reliability and ultra-low latency, in the order of 10ms [53].
Consequently, 5G networks are aiming to support Edge Comput-
ing [53], with edge applications hosted closer to the users [21-23].

This, in turn, requires cellular providers to evolve their cellular
core;! a key part of the cellular network which connects the IP
backbone with the base stations and implements cellular-specific
processing on user’s control and data traffic. In existing cellular
deployments, the cellular core functions are typically deployed in
remote data centers which can cause path inflation [60, 62]. In 5G
and beyond, cellular providers are expected to move these core
functions to the edge (e.g., cell towers and central offices), resulting
in a highly distributed core network architecture [24, 38, 48].

We postulate that the main challenge in providing low latency
and reliable access with an edge-based core stems from the com-
plexity of the control plane in the cellular core; unlike the internet
control plane, the cellular control plane needs to keep dynamic state
for each user device to support mobility. The cellular control plane
regularly updates this user state to both establish and retain user’s
data access. The control plane establishes the user’s data access to
the internet or to other operator services by setting up the connec-
tivity session for each device. This process requires installing states
at the user device, base station, and core network elements. When
moving to another base station, the control plane is responsible for
retaining the data access by migrating the ongoing session states
to the user’s new location. Upon failures, the control plane needs
to recover or recreate the session state.

Prior work [37] has shown that the time taken by the cellular
control plane to process control traffic can have a direct impact on
the delay experienced by user applications, e.g., control functions
can contribute up to 1s delay in session establishment. Moreover,
mobile devices frequently generate control traffic; on average a mo-
bile device generates a session establishment request every 106.9 s.
In addition, failures of control plane functions can exacerbate these
delays [14, 37], causing disruptions in data access [46].

To make matters worse, with 5G, the control traffic is expected
to increase rapidly [44, 47] because of (i) a shift to smaller cell sizes,
which will likely cause more mobility handoffs [13] and (ii) the
proliferation of IoT devices with high control to data traffic ratio
[35]. In addition, failures are expected to be commonplace in 5G
core networks; similar to large service provider networks [25], core
network deployments will be large and are increasingly based on
software-based network functions (NFs) running on commodity
hardware [24]. As a result, timely completion of control plane pro-
cedures in the presence of failures is going to be vital to provide
reliable and low latency data access to user applications.

We identify the following key challenges in an edge-based cellu-
lar core for providing reliable and low latency data access.

!Cellular packet core for 4G/LTE is called Evolved Packet Core (EPC) and for 5G
networks is referred to as 5G Core.
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o UE-Core State inconsistency: Prior work [37, 46, 56] has shown
that inconsistent user state, between the user equipment (UE)
and the core network, can cause significant disruptions in data
access for the users in 4G/LTE networks. We find that UE-Core in-
consistencies, and thus prolonged disruptions in data access, can
also occur in current 5G standardization proposals (§3). We also
find recent proposals for cellular control plane do not provide
consistency guarantees [14, 43] and, thus, offer no protection
against such disruptions in data access. We argue cellular control
plane needs to provide state consistency guarantees to provide
reliable data access. A key challenge in this regard is to design a
consistency protocol which provides fast failure recovery with
minimal failure-free overhead.

o Slow state updates: We show that one key reason for delays in
control traffic is slow processing of state updates between a user
device, base station, and cellular control plane. Existing 4G/LTE
networks and 5G proposals use ASN.1 [11, 20] for serializing
control updates. Our experiments on real control traffic traces
show that ASN.1 serialization can become a potential bottleneck
for latency-sensitive applications like real-time augmented and
virtual reality (§3).

o Frequent control handovers: Control handovers happen when
a user moves from one location domain to another, requiring
migration to a different control plane function (§3). A control han-
dover can cause significant delays in data access, up to 1.9 s [37].
In an edge-based cellular core, control handovers will happen
more frequently, making it important that these handovers be
completed quickly. A key challenge is to migrate user state
quickly to the appropriate control plane function.

To address the above challenges, we design, Neutrino, a cellular
control plane that provides users an abstraction of reliable access to
cellular services while ensuring lower latency. In designing Neutrino,
we synthesize several existing techniques in distributed systems.
Below, we describe the keys ideas in Neutrino:

o Consistent UE processing: We design a consistency protocol
that minimizes service disruption under failures by ensuring
that user devices are always able to receive Read your Writes
consistency[58]. The consistency protocol provides fast failure re-
covery and small failure-free overhead. It uses a primary-backup
state replication scheme, and consists of (i) per-procedure check-
pointing and non-blocking synchronization of state, (ii) fast in-
memory message logging, and (iii) a two-level failure recovery
protocol (§4.2).

o Fast serialization engine: We design a serialization scheme for
cellular state updates by optimizing FlatBuffers [28](§4.4). Our
scheme significantly speeds up the processing of state updates, by
up to 19.1X in comparison to ASN.1, while providing a relatively
smaller increase in bandwidth usage.

o Proactive geo-replication: We reduce the delay incurred in
control plane handovers by performing proactive geo-replication
of user state (§4.3). Our results show this can lead to 7X improve-
ment in completing control plane handovers.

We implement Neutrino, the redesigned cellular control func-
tions and control traffic aggregator nodes.? It requires minimal
changes to base stations which, instead of ASN.1, use Neutrino’s

2These nodes act as front-end load balancers from base stations to cellular core [14].
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Figure 1: 5G network architecture.

FlatBuffers-based serialization engine. In rolling out 5G deploy-
ments, carriers are expected to make major upgrades on base sta-
tions [13], hence, we expect upgrading the serialization engine
would not be a hindrance in adopting Neutrino.

We evaluate Neutrino’s performance by replaying real control
traffic traces through a DPDK-based traffic generator in our testbed.
Our results show an improvement in control procedure completion
times by up to 3.1x without failures, and up to 5.6X under control
plane failures, over existing EPC. Neutrino handles bursty IoT con-
trol traffic better than existing EPC, showing up to 2X improvement
in median control procedure times (§6.3 and §6.4). We also quantify
the impact of Neutrino on application performance: for AR/VR
applications and self-driving cars, Neutrino performs 2.5X and 2.8X
better, respectively, as compared to existing EPC. Neutrino also
improves video startup latency by up to 37X and reduces page load
times by 3.2X (§6.6). In comparison to recent proposals, Neutrino
performs 3.4 and 1.3x better than SkyCore [40] and DPCM [37],
respectively (§6.3). To motivate Neutrino’s design choices, we also
perform a factor analysis (§6.7).

2 BACKGROUND AND MOTIVATION
2.1 Cellular Network Architecture

Figure 1 shows a simplified 5G network architecture, consisting of
three main types of components: Base Stations (BS), Control Plane
Functions (CPF), and User Plane Functions (UPFs).3 This high-level
5G network architecture is similar to that in 4G/LTE wherein each
User Equipment (UE) is provided radio access via a nearby base
station. The user plane functions are responsible for delivering
data and voice traffic, over the core network infrastructure, to/from
the internet and operator’s multimedia services, respectively. The
control plane functions facilitate data delivery by providing support
for user mobility, session management, radio resource allocation,
and authentication.

The control plane establishes the user’s data access to the internet
or to other operator services by setting up the connectivity session
for each device. This process requires installing states at the user
device, the base station, and core network elements. When a user
moves closer to a new base station, a handover takes place during
which the control plane is responsible for retaining the data access
by migrating the ongoing session states to the user’s new location.

3In 5G nomenclature, the base station is referred to as the gNodeB or simply the gNB,
and the key control plane function which interfaces with the base stations, is called
Access and Mobility Management Function (AMF).
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In the event of a failure, the control plane needs to recover or
recreate the session state.

To support user mobility over a wider area, the cellular deploy-
ments are divided into location domains.* Each domain has multiple
BSs and UPFs, and is managed by a set of CPFs. When a user device
moves from one location domain to another, it triggers a control
handover to a different set of CPFs and UPFs.

2.2 Impact of Cellular Control Processing

The cellular control plane is critical in providing low latency data
access to mobile users. Prior studies have shown:

e Control plane latency directly impacts data latency: A 19-
month study [37] conducted across four major US carriers, showed
that control functions contribute 72.5-999.6 ms latency in session
establishment. The control handover can cause up to 1.9 s for the
delay in data access.

e Mobile devices frequently generate control traffic: The same
study showed that on-average a mobile device generates session
establishment request every 106.9 s. With high-mobility applica-
tions (like autonomous vehicles) and smaller cell sizes in 5G,> we
would expect a rapid increase in the frequency of control traffic.

o Failures exacerbate control plane delays: Failures in the con-
trol plane can exacerbate these control plane delays [14, 37, 46],
causing up to 11s delay in data access. These failures happen
rather frequently; 4-5% of the control connection requests expe-
rience some sort of failure [37].

2.3 Cellular Edge Applications

One of the key goals in 5G is to build support for Edge Computing
to enable latency-sensitive applications [23].% Cellular providers
have already started testing/deploying edge applications:

e Edge-based video analytics: Verizon, has recently conducted
edge computing tests over its 5G network. It hosted an Al-powered
face recognition application inside its edge network. The test
consisted of transmitting video of a crowd over Verizon’s 5G net-
work to an edge application, which would scan the faces in that
crowd for potential matches against a database. The goal was to
show police could use edge computing functions to quickly find
someone in a crowd, rather than having to wait for that video to
be sent to a distant data center to be analyzed [38].

e Accelerating online mobile gaming: China mobile in partner-
ship with Tencent Cloud is providing accelerated online mobile
gaming experience through its 5G-based edge deployment [57].
Many multi-player online games (e.g., Fortnite) need sub-100 ms
latency for smooth player control which can be hard to provide
with remote clouds.

e Real-time augmented/virtual reality (AR/VR): Typical dis-
plays on AR/VR devices have a refresh rate of between 60 Hz and
90 Hz which translates into delay budgets of 11.1 ms and 16.7 ms,
respectively. To enable real-time AR/VR, Verizon now provides
support for offloading mobile headsets’ graphical computations
to Verizon’s 5G wireless edge [34].

4Termed as tracking/registration area in 4G/5G.

55G base stations are expected to also support millimeter-wave and underutilized UHF
frequencies between 300 MHz and 3 GHz, leading to smaller cell sizes.

OThis is referred in the 5G world as Multi-access Edge Computing (MEC).
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Figure 2: An example scenario resulting in inconsistent user
state between the UE and core network.

To support edge applications, cellular core functions also need to be
provisioned at the edge. We consider a deployment model (details
provided in §4.3) where cellular core functions are hosted on the
edge: cell towers or central offices.”

3 CHALLENGES

In this section, we discuss the key challenges in providing low
latency and reliable access in an edge-based cellular control plane.

3.1 User State Inconsistency

A common strategy to provide fault tolerance in the cellular control
plane is to replicate the UE state across multiple CPFs [14]. With
partition tolerance, this replication strategy makes it impossible to
simultaneously provide availability and state consistency across
replicas (CAP Theorem). Given this fundamental constraint, recent
proposals [14, 43] on cellular control plane simply do not provide
any consistency guarantees. For example, SCALE [14] updates the
UE state on the replicas asynchronously, only when a UE transitions
from the connected state to an idle state. Between these transitions,
there can be many UE state changes, and, therefore, SCALE cannot
guarantee that a replica will always have the updated UE state. 5G
core system architecture as proposed in 3GPP also does not provide
any protocol to keep CPFs consistent [8].

Sacrificing consistency in UE state across replicas leads to an in-
consistent user state between the UE and the core network, causing
major delays [46, 56]. We use Figure 2 and illustrate this through
the following example:

(1) UE attaches to the network by executing an Initial Attach pro-
cedure® on the CPF through the base station.

(2) After the completion of the Initial Attach procedure, and before
updating the UE state at the replica, the CPF fails.

(3) At this stage, the user state at the UE is Attached whereas it is
Not Attached at the core network.

(4) At the stage, if the user receives a voice call or downlink data,
the core network will not be able to send it to the UE.

(5) The UE will get the connectivity back when it either re-executes
Attach or sends a location update message and it fails.

A similar case in the context of 4G/LTE networks was observed
in [46] leading to the UE not having data access for several minutes.
An important point to note is that in case of a CPF failure, a UE

"Telecom providers have many small central offices that were traditionally used to host
switching equipment and serve as aggregation points. These are now being considered
to host edge applications and core functions [38, 39].

8Refers to a sequence of request/response control messages between the UE/BS and
CPF to create necessary UE control state.
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Figure 3: Page load time and video startup delay.

can be used to recreate a consistent UE state at the core network
by issuing a Re-Attach request [37].

3.2 Slow State Updates

We show that one key reason for the slow processing of state up-
dates between a user device, base station, and cellular control plane
in 5G and existing 4G/LTE is the slow serialization of control mes-
sages. Control messages between the UE/BS and CPF are serialized
using ASN.1 [11]. Our experiments on real control traffic traces
show that ASN.1 serializing can become a potential source of a bot-
tleneck in edge-based cellular core deployments.® Figure 3 shows
the impact of using a faster serialization on video startup delay and
page load times. We observe that by changing the serialization, we
could significantly improve page video startup delay (up to 37Xx)
and page load time (up to 3.2x).10

ASN.1 is used in cellular networks because it provides (i) back-
ward compatibility with existing cellular networks and (ii) small
encoded message size, however, it is very slow at encoding/decoding
cellular control messages. Our analysis of cellular control messages
based on 3GPP standard [11] and real control traces [45] shows that
a single control message can consist of multiple elements and the
data in these messages is organized hierarchically, with potentially
multiple nested elements. When decoding these messages, ASN.1
has to (i) traverse all the previous bytes before accessing a field
and (ii) perform additional memory allocations during decoding,
increasing the overall processing time.

3.3 Frequent Control Plane Handovers

An edge-based cellular deployment will be highly geo-distributed.
As UEs can be mobile, one challenge is to ensure that the UEs are
mapped to close-by edge nodes to ensure low latency. However,
if done naively,!! this can also introduce frequent CPF handovers,
causing extra delays in the processing of control traffic. Control
handovers are known to cause significant delays in data access [37],
often unacceptable for latency sensitive applications. In our experi-
ments with a self driving car application, we observe that during
control handovers, up to 90% of the application deadlines can be
missed (§6.6).

4 DESIGN

To address the challenges in section §3, we design, Neutrino, a new
cellular control plane. In this section, we first describe our goals
in designing Neutrino and the resulting approach (§4.1). We then
describe in detail (i) the design of Neutrino’s consistency protocol

9We used Packed Encoding Rules (PER) of ASN.1 in our experiments.
0For details regarding the experimental setup, please refer to §6.
HFor example, always mapping the UE to the closest edge node.
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that provides reliable state access by guaranteeing Read your Writes
to every mobile user, while incurring little overhead (§4.2), (ii) the
design of a proactive geo-replication scheme that helps in reduc-
ing the delay in control handovers (§4.3), and (iii) the design of a
serialization scheme that speeds up user state updates (§4.4).

4.1 Design Goals and Approach

The primary goal driving the design of Neutrino is to provide low
control plane latency to support latency-sensitive applications
in an edge-based cellular core. Neutrino aims to provide low la-
tency under (i) normal scenarios without any failures, (ii) with CPF
failures, and (iii) in scenarios with frequent control handovers. Neu-
trino aims to provide the UEs with consistent processing under
failures: any CPF replica processing a UE traffic, always operates on
the latest UE state, guaranteeing “Read your Writes” consistency to
the mobile client. Also, Neutrino’s performance should scale well
with the number of devices and the volume of the signaling traffic.

Below, we provide an overview of the key ideas behind Neu-
trino’s design:

e Replication with Two-levels of Failure Recovery:

— Replicated UE State Store: In Neutrino, UE control state is repli-
cated to provide fault tolerance. We use a primary-backup
scheme. The replicas are updated asynchronously, resulting
in non-blocking, thus fast execution of control updates in the
non-failure case. The motivation is to add minimal delay on the
critical path of control traffic processing. Replicas are updated
after the completion of every control procedure. However, as
our synchronization protocol is non-blocking it does not ensure
that replicas are always consistent.

— Two-level Failure Recovery: To ensure consistent processing of
UE traffic, we provide two levels of failure recovery. We keep
an in-memory log of control messages at the control traffic
aggregator node, and in the event of a CPF failure, if a replica
CPF is not up to date, we replay these messages at the replica
CPF to reconstruct the lost state. In the event of a CTA failure,
the UE Re-Attaches to the network through a new CTA and
recreates a consistent UE state at a new CPF.

e Proactive Geo-Replication: To minimize overheads of control
handovers, we use proactive structured geo-replication, building
on the idea of Geographical Hash Tables [52]. The key idea is
to proactively replicate user state in a wider geographical area,
to reduce the overhead of a UE moving from one geographical
region to another. Neutrino implements this idea by using mul-
tiple consistent hash rings; these rings represent progressively
larger geographical regions, and proactively replicates UE state
in a CPF in a larger region to minimize control handover delays.
We describe the detailed procedure in §4.3.

Fast Serialization Engine: In §3, we showed that slow control
updates can become a bottleneck in enabling latency-sensitive ap-
plications in an edge-based cellular core deployment. We show in
§6.7.4, multiple existing serialization schemes provide faster con-
trol message processing than ASN.1; we evaluate FlexBuffer [26],
Protocol Buffers [27], Fast-CDR [3], LCM [5], and FlatBuffers [28]
with ASN.1 [1]. We observe that FlatBuffers provides the best
trade-off in terms of performance and expressiveness. It signif-
icantly speeds-up message processing time and can be used to
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Figure 4: Neutrino’s system architecture diagram.

express different types of control messages, e.g., cellular control
message widely use unions and unsigned data types which are
not supported by LCM. However, for cellular control messages,
the encoded message sizes in FlatBuffers can be significantly
larger than ASN.1 messages. To address this issue, we optimize
FlatBuffers for cellular control traffic, resulting in lower encoded
message sizes and slightly faster message processing times. We
describe these optimizations in §4.4.

Resultant Architecture: Neutrino is an edge-based cellular core
design, which re-architects the implementation of the key cellular
control plane entity; referred to as Mobility Management Entity
in 4G/LTE packet core [10], and Access and Mobility Management
Function (AMF) and Session Management Function (SMF) in 5G [8].
We introduce Control Traffic Aggregator (CTA), a new addition in
our design, which is similar to a front-end load balancer between
the BS and control plane. Besides acting as a load balancer, the CTA,
in addition, helps in maintaining the state consistency. In existing
architectures, either front-end load balancers [14, 43] or the BS
itself implements load balancing [7] for control traffic, however
there is no support for state consistency.

BSs directly connect to the CTA. The CTA is responsible for (i)
message logging, (ii) forwarding traffic to/from appropriate CPF,
and (iii) CPF failure detection and recovery. CPF is the key con-
trol plane entity which (i) stores and updates user state based on
requests from the UE/BS, (ii) creates, deletes and modifies data
sessions on the key data plane entity UPF (User Plane Function),
(iii) handles UE registration and mobility across the BSs and (iv)
check-points user state on the replica CPF(s) upon procedure com-
pletion. UE’s requests are served by one CPF at a time which is
called primary CPF. An up-to-date CPF replica becomes primary
in case the primary CPF fails. Figure 4 shows the overall flow of
control traffic in Neutrino. BSs route control traffic to a nearby CTA.
CTAs are responsible for mapping requests from UEs to a CPF, and
routing responses back to the UE.

4.2 Consistency Protocol

User equipment (UE) is served by a single CPF at a time. This CPF
is responsible for updating and storing the UE state (which includes
the BS ID, data plane endpoint identifiers, and user tracking area).
UE state updates are mainly originated from the UE (or a BS on
behalf of the UE) and executed by the CPF and propagated to the
rest of the network functions (NFs). These updates are generally

SIGCOMM 20, August 10-14, 2020, Virtual Event, NY, USA

in the form of request/response message patterns. Control proce-
dures such as service establishment and handover to another BS are
composed of several control messages.

4.2.1 UE State Consistency. The UE state between the UE and
CPF needs to be consistent (see section 3.1). For example, UE and
CPF should have the same copy of the tracking area list [11], oth-
erwise, the core network (CN) may not be able to page or deliver
downlink data to the UE. This state consistency requirement for a
UE in a cellular system maps to Read your Writes consistency: The
effect of an update operation by a process (UE) on a data item x (UE
state) will always be seen by a successive read operation on x by the
same process (same UE) [15, 16, 19, 58, 59].

If the state of a UE is maintained at just one CPF, the Read your
Writes consistency is readily maintained. This is because, even if
the CPF fails, the control messages never have to operate on stale
data. In this case, the CPF failure event forces the UE to Re-Attach
and recreate a consistent UE state [37]. It may be noted that even
though Re-Attach is a valid option in the existing cellular systems
to maintain consistency, it can lead to long delays in data access.

4.2.2  Consistency versus Availability. To increase the availability,
our design allows replication of the UE state from the primary CPF
onto N backup CPFs. A backup CPF takes over when the primary
CPF fails and, therefore, the replicated UE state on the backup CPFs
should remain consistent with that on the primary CPF.

If the state replication amongst the CPFs (from primary to back-
ups) is done synchronously, it will lead to failure-free overheads (in
terms of extra delays!?) in the control plane, undermining the origi-
nal design goal. Therefore, Neutrino chooses asynchronous updates
of the UE state. Whenever a control procedure completes at the
primary CPF, we replicate the user state onto the backup CPFs. We
pick per-procedure state synchronization because it adds a smaller
delay in the Procedure Completion Times (PCT) as compared to
per-message synchronization (depicted in Figure15).

4.2.3 The CTA Message Log. Since the UE state updates from
the primary CPF to the backup CPFs are asynchronous, there is
no inherent consistency guarantee (similar to SCALE [14], also
see section 3.1). Thus, there may be a case that on the failure of a
primary CPF, none of the backup CPFs are up-to-date. In such a
situation, Read your Writes consistency is ensured by maintaining
a temporary message log at the control traffic aggregator (CTA).
The complete process is as follows:

(1) On receiving each control message, the CTA associates with
it a logical clock (for tracking all messages and keeping those
in order) and writes it to volatile memory. After appending
the logical clock to the message, it is also forwarded to the
primary CPF.

(2) When a control procedure completes, the primary CPF sends
state updates, for the particular UE, to all the backup CPFs
along with the logical clock of the last message of the pro-
cedure; this logical clock is used to identify the end of a
particular procedure in the log.

(3) Every replica node (backup CPFs) sends an ACK to the CTA
after successful state synchronization. Reception of the ACK

12The primary CPF would block the state write acknowledgement and, therefore, will
not be able to timely respond to the control plane messages from the UE/BS.



SIGCOMM 20, August 10-14, 2020, Virtual Event, NY, USA

at the CTA ensures that the backup replica has up-to-date
state for the UE which can be used to serve the UE in the
event the primary CPF fails.

(4) CTA stores the ACK received from all the replicas with the
last message of the procedure in the store.

To keep the CTA message log size in check, the CTA periodically
scans the message store and prunes all the messages corresponding
to a procedure for which ACKs have been received from all the
backup CPFs.

4.2.4 Out-of-date Backup CPFs. We now describe the process
of marking a UE state as outdated in a replica.

(1) The CTA periodically scans the last message of every proce-
dure in the log store and if:

(a) An ACK is not received from one or multiple replicas for a
configurable timeout (e.g., 30 seconds in our case, because
procedure completion times are at most a few seconds),
it informs the corresponding replica(s) that the particular
UE’s state is outdated and also provides (i) the list of CPFs
(if exists) having up-to-date UE’s state, and (ii) the logical
clock associated with the last message of the procedure
(this is used to ignore the reception of outdated state).

(b) Replica(s) mark the state of the particular UE outdated.

(c) If a CPF is successful in fetching up-to-date UE’s state
from the list of CPFs provided by the CTA, it marks UE’s
state up-to-date.

(d) CTA deletes all the messages belonging to this procedure.

(2) If a replica receives state update for a UE, which was pre-
viously marked outdated, UE’s state in the CPF is marked
up-to-date.

(3) If a CPF receives a request from a UE for which it does not
have an up-to-date state, UE is asked to Re-Attach.

(4) If a second control procedure starts for a UE for which ACK
is not received from one or multiple replicas, CTA informs
the corresponding replica(s) that the UE’s state is outdated
and provides a list of CPFs having an up-to-date state.

4.2.5 Consistency and Failure Recovery. We describe the recov-

ery process under each of the failure scenarios enumerated below
(also depicted in Figure 5).
Failure Scenario 1 (Primary fails - backup up-to-date): In this
scenario, primary CPF fails, however, there exists a backup replica
which has successfully synchronized with the primary CPF on the
completion of the last procedure for the UE. In addition, there are no
ongoing procedures from the UE. In this case, the back-up replica
is up-to-date and satisfies Read your Write consistency.

Failure Scenario 2 (Primary fails - message replay on backup):

Primary CPF fails while there is an ongoing procedure from the
UE. However, the backup replica has successfully synchronized
with primary on completion of the previous procedure. In this case,
the CTA replays all the stored messages on the back-up replica
to make it up-to-date before serving the UE. After the messages
are replayed, the backup replica is up-to-date, and Read your Write
consistency is maintained.

Failure Scenario 3 (Primary fails - all replicas out-of-sync):
Primary CPF fails while no backup replica exists for the UE which
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was synchronized with the primary on previous procedure comple-
tion. In this case, we avoid the UE from operating in an outdated
state. Instead, we recreate a consistent UE state at the CPF, by
asking the UE to execute the Re-Attach procedure. The Re-Attach
procedure constructs consistent UE state, and any subsequent reads
operate on this state, hence satisfying Read your Writes consistency.
Failure Scenario 4 (CTA fails): In this case, the failure recovery
procedure is similar to one used in failure scenario 3. When a CTA
fails, the UE executes the Re-Attach procedure, through a new CTA,
creating (i) fresh state for the UE at new CPF(s) and (ii) a mapping
of the UE to a specific CPF on the new CTA.

In failure scenarios 1 and 2, Neutrino completely masks failure
from the UE. In failure scenario 3, we do not have an up-to-date
state for the UE in the core network. However, we prevent the UE
from operating on an outdated state, thus maintaining Read your
Writes consistency. However, as UE is asked to Re-Attach, this can
impact application performance because of the time required to
execute Re-Attach, as shown in Figure 9. As we do not backup CTA
state, recovery in failure scenario 4 is exactly similar to that of
scenario 3. In summary, Neutrino provides consistency in all the
above failure scenarios and significantly improves delay to recover
from failures in scenarios 1 and 2.

4.3 Proactive Geo-replication

As discussed in the previous section, a single CPF serves as a pri-
mary for each UE, and the state is replicated on N number of backup
replica(s). In this section, we discuss how this state can be used to
expedite handovers.

We first discuss our deployment model. Figure 6 shows our de-
ployment model. We divide the deployment area into regions. The
unit region, which we call the level-1 region, consists of multiple
BSs, one CTA, and a pool of CPFs.'® There are multiple options for
deploying CTA and CPFs. One option is co-locating the CTA with
the pool of CPFs (e.g., in a central office) which would serve all the
BSs in a level-1 region. Another option is deploying CTA and CPFs
on different edge nodes (e.g., combination of central towers and

13As a CTA also performs load balancing of the control traffic from the BSs, deploying
a CTA at each BS is not a viable option.
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Figure 6: Deployment model. Left (a) shows regions defined
through geo-hashing, and Right (b) zooms into two sub-
regions containing CTAs and CPFs.

central office). For our evaluation, we assume CTA is co-located
with the CPFs serving a region. This option simplifies deployment,
and provides potentially lower propagation delays.

We assign each level 1 a geo-hash [4]. Each character in the
geo-hash represents two bits (one bit for GPS longitude and one
for latitude). If we take one character off from the geo-hash, we get
a geo-hash which points to a four times bigger region which we
call level-2 region. Geo-hash is not an essential requirement in our
design and the operator can manually define these regions however
our existing implementation is based on geo-hashes. Figure 6 (a)
shows four level-1 regions (R5, R4, R8, and R9). All these four
regions are collectively called the level-2 region. Figure 6 (b) shows
our deployment model.

Multiple consistent hash rings: BSs route control traffic to the
nearest CTA module. Each CTA implements two consistent hash
rings; (i) level-1 hash ring consists of all the CPFs in the level-
1 region and (ii) level-2 hash ring includes all the CPFs in the
level-2 region.'* When CTA receives a control message from the
UE, it extracts a unique user ID,!5 and hashes it to the level-1
ring to determine the primary CPF for the UE. When a control
procedure completes, the primary CPF replicates the user state on
N consecutive replicas on a level-2 ring (not included in the level-1
ring) based on the hash of the user’s ID. For example, if in Figure
6(a), a user is served by a CPF in the R5 region, its state will be
replicated on any N replicas from region R5, R8, or R9 based on the
hash of the user ID. Replicating state in other regions has certain
advantages, which include, (i) when handing over to a BS in the
nearby region, the user may find up-to-date state already present,
and (ii) different regions may have different failure modes. Based
on the description of the regions, we implement the following types
of handovers.

Intra-region hand-over: If a UE moves from one BS to another
BS within the same level-1 region in Neutrino, no CPF handover
is required. Consider the example of the deployment described in
Figure 6(b). If a UE move across the BSs within level-1 region where
CTA of the source and target cell remains the same, e.g. from BS_02
to BS_06 in region R5, the CPF serving the UE does not change

4One can potentially implement more than 2 consistent hash rings, however, there
are tradeoffs. We leave this exploration for future work.

15We specifically use MME-temporary mobile subscriber identity (M-TMSI) when the
UE is in idle state and the unique S1AP identifier for the UE in MME, when the UE
is active. Similar to [31], CTA assigns these two identifiers the same value for a UE
during the initial attach procedure.
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therefore no state migration is required. Such handovers are fast
because only BS change is required without any UE state migration
between CPFs.
Inter-CPF hand-over: Inter-CPF handover in the 4G/LTE system
is costly in terms of latency as the UE state needs to be migrated
to the target CPF. In edge deployment, where CPFs will be placed
closer to the UEs, the frequency of inter-CPF handovers will in-
crease. Neutrino provides a mechanism for faster handover between
the CPFs by proactively replicating UE’s state in the target region.
Consider the following example from the deployment scenario
in Figure 6(b). A UE moves across the level-1 regions where CTA of
the source cell is different from the target cell; e.g., a UE moves from
BS_10 (R5, CTA-5) to BS_30 (R4, CTA-4). When BS_10 determines
that handover (HO) to the target BS_30 is required and both BSs are
sharing the same level-2 rings, UE state migration before the HO
can be avoided. This is because Neutrino already keeps the state
of each UE on a CPF replica in the level-2 ring. We call such a HO,
Fast Handover.

4.4 Serialization Engine

We observe that FlatBuffers [28] provides the best trade-off in terms
of performance and expressiveness. It significantly speeds-up mes-
sage processing times and can represent different types of control
messages, e.g., we observed cellular control message widely use
unions and unsigned data types which are not supported by LCM.
FlatBuffers (FBs) is fast because it provides (i) direct access to inner
fields via pointers during decoding and (ii) needs no additional
memory allocation during encoding.

However, the performance benefits of FBs come at a cost: large

encoded message size. To provide fast access to inner fields, the
FBs compiler couples a vtable containing pointers with each table
containing data elements. The pointers in the vtable contain byte
offsets which are used to directly access a field in the encoded
message. While this speeds up the decoding time, these vtables
contribute significantly to the encoded message size. ASN.1 PER
on the hand follows a Length-Value encoding scheme and simply
couples the length of a table with its contents (also encoded as
Length-Value pairs). Hence resulting in a smaller encoded buffer
size as compared to FBs.
Optimizing FlatBuffers: Cellular control messages!® makes wide
use of unions containing single data elements. However, FBs only
supports tables in unions. When a single field needs to be added
to a union, it first has to be wrapped in a table. This is inefficient
because this wrapping generates a vtable for the single field. Since
the union contains a single field, traversal using the vtable pointers
is unnecessary. Ideally, we should be able to directly access the
single field. To address this issue, we introduced a new data type,
named svtable, that generates less metadata for single-value fields
in unions. Our optimization reduces 10 bytes for single scalar fields
in unions and 14 bytes for single variable length fields in tables
while also reducing the encoding and decoding times (see Figure 19
and 20). Other possible optimizations, include, introducing a bit
string data type (since FBs currently only supports byte strings) and
variable-length data types, e.g., an integer in FBs is always encoded
in 4 bytes, even if it could be represented using fewer bytes.

16Specifically, message part of the SIAP protocol and NGAP protocol.
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5 IMPLEMENTATION

We have implemented Neutrino and all supporting components
and functions in C/C++ programming language. A summary of our
implementation is given below:

Traffic Generator: Our traffic generator emulates both UE and BS;
it is based on DPDK (v 2.2 [2]) for fast I/O operations and is similar
to the traffic generator used in [50]. It replays real cellular control
traffic traces [45] and is also capable of serializing those control
messages using ASN.1 and our modified serialization scheme. In our
implementation, the base station communicates with the CTA using
S1AP—the protocol currently used in 4G/LTE networks between
the base stations and control plane functions.!”

Message De/Serialization: We implemented the message serial-
ization (both ASN.1 and our FlatBuffers-based modified serialization
scheme) for all the control messages included in all the control pro-
cedures supported by our CPF implementation (see below). The
ASN.1 compiler we used is the same as used for OpenAirInter-
face [49], while the implementation of our serialization code is built
upon an open-source implementation of FlatBuffers [28].
Geo-Replication: For geo-replication, we implemented 2 bits per
character version of the Geo Hashing similar to the one used in [4],
thus causing a four-fold increase/decrease in the region size with
each character.

Control Traffic Aggregator: Our CTA module receives control
traffic from the BS through a custom DPDK application. A producer
thread reads packets from the NIC to ring buffers shared with
multiple consumer threads. Consumer threads read packets from
the shared ring buffers and transmit those to a CPF instance that is
selected based on the UE ID in the packet. We have implemented a
message logging module at the CTA using the standard C++ STL
map container. We have also implemented a consistent hashing
based load balancing scheme within the CTA, obviating the need
for separate load balancers.

Control Plane Function: Our CPF implementation supports the
following four control procedures: (i) initial attach, (ii) handover
with CPF change (iii) FastHandover and (iv) service request. To co-
ordinate various control procedures, we have implemented state
machines at both the CPF and the traffic generator. Our CPF im-
plementation also includes the module responsible for state repli-
cation. All experiments and evaluations are performed with five
CPF instances, each running on two CPU cores (one for processing
requests and the second one for state synchronization).

6 EVALUATION
In this section, we show the following:

(1) Impact on control procedure completion times: Neutrino
performs 2.3%, 3.4%, and 1.3X better in median PCT than exist-
ing EPC, SkyCore, and DPCM respectively.

(2) Impact under failures: In the case of CPF failure, it reduces
median PCT by 5.6x as compared to the existing EPC.

(3) Impact on control handovers: Neutrino improves handover
with CPF change by up to 3.1X in the median PCT. Neutrino
also implements a FastHandover which expedites handover op-
eration with proactive replication by up to 7x.

17 A similar protocol is also used in 5G networks.
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(4) Impact on data applications: Our evaluation shows the im-
pact of frequent mobility on a self-driving car and AR appli-
cation. We also evaluate impact on web browsing and video
streaming applications.

(5) Factor Analysis: To better understand Neutrino’s design choices
and separate the benefits of Neutrino’s different design ideas,
we perform a series of micro-benchmarks. These include (i)
comparison with different state synchronization schemes, (ii)
overhead of message logging and (iii) comparison of different
serialization techniques, to motivate the choice of FlatBuffers.

6.1 Setup and Methodology

Our test setup consists of two servers running Ubuntu 18.04.3
with kernel 4.15.0-74-generic. Each server is a dual-socket with
18 cores per socket, IntelXeon(R) Gold 5220 CPU @ 2.20GHz, and
dual NUMA nodes having total memory 128GB. Both servers are
also equipped with Intel X710 40 Gb (4 x 10) NIC. For testing control
traffic, we use an implementation of the SIAP and NAS protocol [50]
and implement the handling of request and response messages be-
tween the UE/BS and CPF for different control procedures. These
experiments are run with real signaling traces from a commercial
traffic generator and RAN emulator from ng4T [45]. We generate
two different types of traffic patterns: (i) 10 Gbps bursty traffic to
emulate a large number of IoT devices sending requests in a syn-
chronized pattern, and (ii) uniform traffic to emulate a pre-specified
number of control procedure requests per second. We run all ex-
periments for 60s.

6.2 Baselines

We compare the performance of Neutrino against the following
designs:

Existing EPC: It is a modified version of the OpenAirInterface
[49] codebase, uses ASN.1 based serialization, and requires UEs to
Re-Attach on a CPF failure. Instead of kernel sockets, existing EPC
uses DPDK [2] for fast I/O operations.

Neutrino: It is a modified version of the existing EPC which (i)
uses optimized FlatBuffers-based serialization instead of ASN.1, (ii)
uses fast failure recovery as in §4.2 and (iii) performs structured
state replication.

DPCM: It is the same as existing EPC except control procedures
are modified (BS receives state from the UE) as described in [61].
SkyCore: It is also a modified version of the existing EPC which
synchronizes user state on each control message [40].

Next, we discuss the key evaluation results.

6.3 Latency Improvements in Procedure
Completion Time (PCT) with Neutrino

This section presents PCT for attach, handover, and service
request procedures in the non-failure scenario.

PCT - uniform traffic: Figure 7 shows service request PCT com-
parison of the existing EPC, DPCM, and SkyCore with Neutrino.
The figure shows that for uniform traffic rate of up to 120K Pro-
cedures Per Second (PPS), Neutrino performs 2.3X, 1.3X, and 3.4X
better than the existing EPC, DPCM, and SkyCore, respectively.
Onward 140 KPPS, existing EPC, and SkyCore are unable to handle
the arrival rate, resulting in a drastic increase in PCT. At 200 KPPS
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Figure 7: Impact in control procedure completion times.
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Figure 8: attach PCT by a varying number of procedures per
second with uniform traffic.

and higher rates, PCT drastically increases for all the schemes but
Neutrino still performs better as compared to the other schemes.
We perform initial attach and handover PCT experiments
with uniform control traffic. Figure 8 shows PCT distribution for
the initial attach procedure. The figure shows that till 60 KPPS,
Neutrino performs up to 2.3x better than the existing EPC in me-
dian PCT. Onward 60 KPPS, existing EPC fails to meet the arrival
rate of the requests and queue starts building up. We called this re-
gion, existing EPC’s saturation region. In existing EPC’s saturation
region, the median PCT for existing EPC drastically increases while
it remains low for Neutrino. Onward 120 KPPS, Neutrino is unable
to meet the message arrival rate and the queue builds up. We call
this Neutrino’s saturation region. In this region, Neutrino performs
up to 3.4X better than the existing EPC in terms of median PCT.
Neutrino can better meet high arrival rates as compared to all other
schemes. In all these cases, the primary source of improvement is
Neutrino’s fast message serialization.
PCT - Bursty Traffic: Figure 9 shows PCT distribution for an
initial attach procedure with varying number of active UEs,
when using Neutrino and existing EPC. Due to the high arrival rate
for bursty traffic model, queues immediately build-up for both Neu-
trino and existing EPC. The figure shows that Neutrino performs
up to 2X better than the existing EPC for a bursty traffic model.
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6.4 PCT under failure with Neutrino

We conduct experiments with CPF failures for both Neutrino and
existing EPC. PCT under failure for existing EPC includes the time
taken by the UE in executing the procedure before the failure, as
well as the time taken to re-attach to another CPF after the failure.
In the case of Neutrino, PCT under failure includes the time taken
by the UE to execute the procedure before the failure and the time
secondary CPF takes to replay the stored messages to recover the
lost user state. In both cases, PCT does not include failure detection
time.

Figure 10 shows PCT distribution under CPF failure for handover
procedure with uniform traffic. We observe an improvement of up
to 5.6 in median PCT when the procedure arrival rate is less than
60 KPPS. In addition, to faster serialization, this improvement is at-
tributed to faster state recovery in Neutrino. Instead of re-attaching
the UE on a CPF failure, CTA module sends logged messages to
the replica CPF, which then replays them to reconstruct the state
updates, saving multiple RTTs.

6.5 Fast Handover in Neutrino

Figure 11 shows the comparison of the PCT for handover in ex-
isting EPC, Neutrino - Default (in this case, user state migration
is required before handover completion) and Neutrino - Proactive
(user state is proactively replicated in the target region to imple-
ment Fast handover, as discussed in section 4.3). The Figure shows
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Figure 11: Fast handover procedure completion times with
uniform traffic.
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Figure 12: An example scenario of frequent control han-
dovers with high mobility applications in an edge-based cel-
lular core.

that Neutrino - Proactive improves median PCT by up to 7x over
existing EPC, when the procedure arrival rate is less than 60 KPPS.
Above 60 KPPS, existing EPC is unable to meet the arrival rate, and
PCT increases drastically.

6.6 Impact on application performance

To measure the impact of Neutrino on application performance,
we interface Intel’s 5G UPF [29] with Neutrino. A UE connected to
Neutrino can create a new session, delete an existing session, and
modify existing bearer on the UPF through S11 interface [9].

To measure the impact of mobility on the application perfor-

mance, we set up the client application (on UE) with CARLA self-
driving car emulator [17, 18] and an edge application that processes
sensors’ data. Experiments are performed in two scenarios; (i) while
executing a single handover and (ii) executing multiple handovers
during a 5 minutes drive at 60 mph with the BS spacing similar to
Figure 12. In both scenarios, we set a deadline for the application
data. We generate sensor data at a frequency of 1KHz in the up-
link direction. At the edge application, we note the the number of
packets which missed their application-specific deadline.
Impact on autonomous vehicles and AR/VR: The time budget
for a self-driving car to make a decision based on sensors’ data
is in the order of 100 ms [55]. Figure 13 shows in both single and
multiple handover scenarios, Neutrino performs up to 2.8X better
than the existing EPC.

Virtual reality (VR) applications, that use head-tracked systems,
require a latency of less than 16 ms [53] to achieve perceptual
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Figure 14: Effect of mobility (LHS: single HO, RHS: multiple
HOs) on VR application.

stability. We measure the number of application packets that miss
the VR deadline requirement in both single and multiple mobility
scenarios. Figure 14 shows that Neutrino performs up 2.5X better
than the existing EPC.

Impact on video startup latency and page load: The second
set of experiments are for a stationary UE, in idle state, starting a
web browsing or video streaming application. To get data access,
UE needs to execute service request procedure to set up a data
channel for the application. Application startup latency in this
scenario is a function of service request PCT. This experiment
measures the average (i) video startup delay and (ii) page load
time (PLT). To avoid network variation in the video startup delay,
Apache webserver replays locally stored videos. Video startup delay
is measured using DASH player. Figure 3 shows a video startup
delay comparison between the Neutrino and existing EPC while
CPF is handling a varying number of active users. The Figure shows
that Neutrino performs up to 37x better than existing EPC in terms
of median video startup delay. Page load time is equal to (i) service
request PCT plus (ii) average page load time of the top 10 Alexa
pages. To filter out network variations, MITM proxy [6] is used to
replay locally stored web pages. A Firefox web browser extension
Load Time is used to measure page load time. Figure 3 shows that
Neutrino performs up to 3.2X better than the existing EPC in terms
of median PLT.

6.7 Factor Analysis

Below, we discuss the results of our micro-benchmark experiments.

6.7.1 Impact of state synchronization on PCT. We compare the
overhead of different replica synchronization schemes on control
plane latency. Figure 15 shows the attach PCT distribution for
three different schemes; (i) No Rep: no message logging and state
replication, (ii) Per Msg Rep: with message logging and per-message
state replication and (iii) Per Proc Rep: with message logging and
per procedure state replication. Figure 15 shows that per-message
state replication has the highest median PCT, due to frequent state
locking for check-pointing. Per-procedure state replication has a
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Figure 15: Effect of state synchronization on attach PCT.
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slightly higher median PCT as compared to No Rep, but it provides
the best trade-off between consistency and overhead in PCT.

6.7.2  Impact of message logging on PCT. We performed attach
procedure with and without message logging enabled. Figure 16
shows PCT distribution for the attach procedure. The figure shows
message logging has a negligible impact on the PCT in Neutrino
and the reason is in-memory logging is fast.

6.7.3 Message log size at the CTA. Figure 17 shows the maxi-
mum log size at CTA with varying total number of active users
and the type of procedures being performed with per-procedure
synchronization. The figure shows log size grows by increasing the
number of active users, however even with 200K active users, it
remains less than 400 MBs.
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Figure 19: Encoding + decoding with Optimized FlatBuffers.

6.7.4 Serialization benefits. We motivate the choice of Flat-
Buffers (FBs) for serializing cellular control messages over several
serialization schemes; FlexBuffer [26], Protocol Buffers [27], Fast-
CDR [3] and LCM [5] with ASN.1 [1]. We compare the time to
decode and encode the control messages. For these experiments,
we construct a custom message with varying number of data ele-
ments/fields.

Encoding + Decoding times: Figure 18 shows the speedup in
the total encoding plus decoding time as compared to the ASN.1
serialization scheme, for a custom control message with varying
number of data fields. For messages with data elements less than 7,
Fast-CDR and LCM perform better. When data elements increase
beyond 7, FBs is the clear winner. For 25 data elements, the total
speedup in encoding + decoding time for FBs is twice that of the next
best scheme. The speedup in comparison with ASN.1 is between
1.6X to 19.2X. We note here that all cellular control messages we
tested, contained a minimum of 8 data elements.

Tests with real control messages: We next compare Optimized
FBs with FBs and ASN.1 over a subset of real control messages. We
specifically quantify both the encoding + decoding times as well
as the increase in encoded message size with FBs. In Figure 19 we
observe a decrease of up to 5.9x in encoding + decoding times with
FlatBuffers over ASN.1. There is a further decrease with Optimized
FBs in some cases. However, this decrease does come at a cost;
the encoded message size in FBs can add up to 300 bytes of more
metadata than ASN.1 (Figure 20). With Optimized FBs, we can save
up to 32 bytes of data per message.



SIGCOMM 20, August 10-14, 2020, Virtual Event, NY, USA

EZZ] Optimized FlatBuffers BN FlatBuffers ASN.1

600

400 4

200 A

Encoded Buffer Size (bytes)

S1 Protocol message

Figure 20: Size comparison of encoded messages between Op-
timized FBs, FBs and ASN.1.

7 DISCUSSION

In this section, we discuss Neutrino’s deployability and serialization
tradeoffs.

Deployability: Neutrino is designed for next-generation cellular
networks like 5G and 6G. It only requires minimal changes to BS;
instead of ASN.1, BS use Neutrino’s FBs-based serialization engine.
In rolling out 5G deployments, cellular providers are expected to
make major upgrades on BS [13], hence, we expect upgrading the
serialization engine would not be a hindrance in adopting Neutrino.
However, Neutrino’s serialization engine is not compatible with
previous generations of cellular networks (4G/LTE and earlier),
although Neutrino’s consistency protocol (§4.2) and proactive state
replication scheme (§4.3) can seamlessly work with 4G/LTE.
Serialization tradeoff: Neutrino’s serialization scheme reduces
encoding/decoding time by a factor of up to 19.2X at the cost of an
increase in message size. With increasing available bandwidth in
cellular networks, we believe this is an acceptable tradeoff for the
cellular providers. We are currently investigating further optimiza-
tions in Neutrino’s FB-based compiler to reduce the overhead in
message sizes while retaining its latency benefits.

8 RELATED WORK

Scaling distributed MMEs: There are recent proposals for scaling
MMEs [12, 14, 31, 43]. SCALE [14] proposes mechanisms for scaling
a software 4G/LTE MME to handle increasing signaling load. It uses
state replication to handle MME failures and consistent-hashing
based load balancing. MMLite [43] proposes a load balancing solu-
tion for MMEs, leveraging skewed consistent hashing to distribute
incoming connections more efficiently. However, as we discussed
earlier (§2), both SCALE and MMLite do not provide any consis-
tency guarantees. MobileStream [31] proposes a programmable
mobile core control platform which decomposes control plane in
multiple stateless and one stateful node and externalizes user state.
MobileStream provides better programmability of the control plane
than other schemes, however, in an edge-deployment scenario,
lookups on a remote state store can become a source of increased
latency. In comparison to these schemes, Neutrino provides (i) con-
sistency guarantees, (ii) faster serialization, and (iii) faster failure
recovery. There are other general proposals for externalizing NF
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state [32, 33]. However, they are targeted towards centralized cloud
deployments.

Reducing control traffic latency: Recent work DPCM [61] also
aims to reduce control plane latency. DPCM proposes a client-side
solution, which reduces control plane latency by initiating and
executing some control operations in parallel by using the device
side user state. With DPCM’s client-side modifications, Neutrino
can further speed-up the processing of control traffic.
Centralized cellular control plane architectures: There are
several proposals for architecting an SDN-based cellular core [30,
36, 42]. A common theme in all these works is to have a logically
centralized cellular control plane (including all the MME function-
ality) with a programmable data plane. However, unlike Neutrino,
these proposals do not aim to address control plane latency and cen-
tralized control plane architectures may not suitable for achieving
low latency control traffic in edge deployments.

Consolidated cellular core architectures: There are several pro-
posals for consolidating EPC designs [40, 41, 50]. PEPC [50] slices
EPC by the user, consolidating UE state, and refactoring EPC func-
tions. PEPC improves the overall EPC performance, however, it does
not consider control plane fault tolerance. Similarly, SoftBox[41]
proposes a consolidated EPC architecture but does not provide
fault tolerance. In contrast, Neutrino’s goal is to design a faster and
consistent cellular control plane, but Neutrino can be incorporated
in consolidated EPC architectures like PEPC. Skycore [40] consoli-
dates RAN and EPC. Skycore is designed for a specific deployment
scenario where the base stations are deployed on unmanned aerial
vehicles (UAV). Skycore broadcasts user state updates to the neigh-
bor nodes, which as we show in our evaluation (§6) does not lead
to a scalable design.

Network function failure recovery: There are proposals on mid-
dlebox failure recovery such as [51, 54]. Neutrino’s failure recovery
is in part inspired by these prior proposals in the general middlebox
context. However, the specific failure recovery scheme in Neutrino;
per-procedure checkpointing and message logging mechanisms,
are designed to satisfy the consistency and latency requirements in
the cellular context.

9 CONCLUSION

Next-generation cellular networks aim to support new and emerg-
ing applications with ultra-low latency and high reliability require-
ments. In this work, we identify the key issues in meeting these
requirements in existing cellular control plane. We design Neu-
trino, a new edge-based cellular control plane that provides users
an abstraction of reliable access to cellular services while ensuring
lower latency.'® We show Neutrino can lead to substantial improve-
ments in the performance of latency-sensitive applications, while
tolerating control plane failures. With discussions about 5G core ar-
chitectures actively under-way, we hope this paper will contribute
to an important discourse in control plane designs.
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