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Mapping Reduction

Mapping Reduction is a general method to prove undecidability

A function f : Σ∗ 7→ Σ∗ is computable, if there is a Turing machine M,
which on input w halts with f (w) on the tape

A language A ⊂ Σ∗ is mapping reducible to a language B ⊂ Σ∗ if there is
a computable function f : Σ∗ 7→ Σ∗ such that for every

∀ w ∈ Σ∗, w ∈ A ⇐⇒ f (w) ∈ B

Σ∗
A

Σ∗
B

x

y

f(x)

f(y)

Denoted by A ≤m B

A is mapping reducible to B

Note: not enough if
w ∈ A =⇒ f (w) ∈ B
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Mapping Reduction

Let ADFA = {⟨D,w⟩ : D a DFA,w ∈ L(D)}

Let L be any regular language.

L ≤m ADFA

If L is a regular language, then there is a DFA D such that L = L(D)

The following computable function yields a mapping reduction

f (w) := ⟨D,w⟩

w ∈ L ⇐⇒ D accepts w ⇐⇒
[
⟨D,w⟩ = f (w)

]
∈ ADFA

Thus, f is a mapping reduction from L to ADFA
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Mapping Reduction

ANFA ≤m ADFA

For every NFA N, there is a DFA D such that L(D) = L(N)

▷ Recall subset construction and ϵ-closure

The following function yields a mapping reduction from ANFA to ADFA

For ⟨N,w⟩, let D be the DFA such that L(D) = L(N), then

f (⟨N,w⟩) := ⟨D,w⟩
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Mapping Reduction

Suppose A ≤m B. If B is decidable, then A is decidable

Informally, if the harder problem B is decidable, then so should be A

Proof: Let MB be TM deciding B and f : A 7→ B be mapping reduction

We construct MA to decide MB that works as follows:

MB(w): Compute f (w), Run MB(f (w)) and output its answer

w ∈ A ⇐⇒ f (w) ∈ B

=⇒ MB(w) accepts/rejects ⇐⇒ MA(w) accepts/rejects

w ∈ Σ∗
f(w)

TMA maps input string w to f(w), runs MB on f(w), and accept/reject accordingly

accept

reject Reject

Accept
MA

MBf
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Mapping Reduction

Suppose A ≤m B. If B is recognizable, then A is recognizable

Informally, if the harder problem B is recognizable, then so should be A

Proof: Let MB be TM recognizing B and f : A 7→ B be mapping
reduction

We construct MA to recognize MB that works as follows:

MB(w): Compute f (w), Run MB(f (w) if it halts, then output its answer

w ∈ A ⇐⇒ f (w) ∈ B

=⇒ MB(w) accepts ⇐⇒ MA(w) accepts

w ∈ Σ∗
f(w)

f

MA maps input string w to f(w), runs MB on f(w), and accept if MB does

accept Accept

MA

MB
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Mapping Reduction

The contrapositives of the above theorems yield negative results

Suppose A ≤m B. If B is decidable, then A is decidable

Suppose A ≤m B. If A is undecidable, then B is undecidable

Suppose A ≤m B. If B is recognizable, then A is recognizable

Suppose A ≤m B. If A is unrecognizable, then B is unrecognizable
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Mapping Reduction

We can get additional negative and positive results by transitivity

If A ≤m B and B ≤m C , then A ≤m C

w ∈ A ⇐⇒ f (w) ∈ B ⇐⇒ g(f (w)) ∈ C

Σ∗
A

x

y

Σ∗

C

Σ∗
B

f(x)

f(y)

g(f(x))

g(f(y))
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Mapping Reduction

Proving the Halting problem undecidable using mapping reduction

halt = {⟨M,w⟩ : M halts on input w} is undecidable

Proof: Need mapping reduction from an undecidable problem to halt

The only undecidable problem we know is ATM

Define f : ATM 7→ halt as:

f (⟨M,w⟩) = ⟨M ′,w⟩,

M ′ works as follows: Run M on w and accept w if M does, else loop

we have

⟨M,w⟩ ∈ ATM ⇐⇒ ⟨M ′,w⟩ ∈ halt
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halt is unrecognizable

halt is unrecognizable

halt = {⟨M,w⟩ : M does not halt on w}}

Proof: Need mapping reduction from an unrecognizable problem to halt

The only unrecognizable problem we know (so far) is ATM

The same mapping reduction f : ATM 7→ halt is also a mapping
reduction from ATM to halt ▷ why?

⟨M,w⟩ ∈ ATM ⇐⇒ ⟨M ′,w⟩ ∈ halt
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Mapping Reduction

halt ≤m ATM

Define f : halt 7→ ATM as:

f (⟨M,w⟩) = ⟨M ′,w⟩,

M ′ works as follows: Run M on w and accept w if M halts, else loop

we have

⟨M,w⟩ ∈ halt ⇐⇒ ⟨M ′,w⟩ ∈ ATM

Imdad ullah Khan (LUMS) Computability Theory 12 / 13



sl
id
e
cr
ed
it
:
R
ya
n
W

il
li
am

s@
M
IT

Imdad ullah Khan (LUMS) Computability Theory 13 / 13


