CS 315 Theory of Computation

STREAMING ALGORITHMS

m Streaming Model of Computation

m Streaming Algorithms and DFA

m Stream: Motivation and Applications

m Synopsis: Sliding Window, Histogram, Wavelets

Sampling from Stream: Reservoir Sampling

m Linear Sketch
m Count-Min Sketch
m AMS Sketch
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AMS Sketch
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AMS sketch

AMS sketch to estimate second frequency moment of a stream

m The AMS Sketch (Alon, Mathias, Szegedy, 1996)

m A sketch to estimate F, (paper has other algorithms for higher moments)

S =< a,a,a3,...,am > aj € [n]

fi: frequency of iin S F = (f,f,..., 1)

n
Fo = > f,-2 > second frequency moment
i=1
Easy to compute if we store F > O(n) intgers
Canstore i+fh+...+ 1, > O(1) integers

Also easy (fi + o+ ...+ f,)?
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AMS sketch

AMS sketch to estimate second frequency moment of a stream
n

For = 3 7
i=1

Canstore i+ fh+...+ 1, > O(1) integers

(A +f+ ...+ f,)? can be computed by the following algorithm

Algorithm : Compute square of sum of frequencies (S)

X+0 > sketch consists of 1 integer
On input a;
X+—X+1

return X2

X2 = (h+h+...+f)?
> Square of sum of frequencies, we want sum of squares of frequencies
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AMS sketch

AMS sketch to estimate second frequency moment of a stream

n

Foo= 3 f2=f+H+...+F2 > We want this
i=1

(A+h+...+1f)? > Easy but overestimate

(At+h+h+h6)2 =2+ G+ K+ +2fh+hfs+ his+ Afs+ hi + )

error

What if we randomly add/subtract frequencies

(A-fhth—f) = 2+ 5+ F+ 7 +2-ifh+hfs - hfs — ify + iy — f32)

error
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AMS sketch

AMS sketch to estimate second frequency moment of a stream

What if we randomly add/subtract frequencies

(A—ht+h—h()? = 2+ 5+ £+ 7 +2(-fh+ ify — hfs — fifs + hfs — f1y)

error

Algorithm : AMS sketch to estimate second frequency moment of S

Pick a random hash function g : [n] — {—1,+1}
X<+0 D> sketch consists of 1 integer
On input a;

X X +g(ai)

return X2

X = fg(l) + hg(2)+ ...+ fog(n)
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AMS sketch

AMS sketch is an unbiased estimate of second frequency moment

X = fig(1)+hg(2)+...+fg(n) X2 = (Ag(l)+hHg(2)+.. +Fg(n))?

E[X?] = E[Y (fe())’] + B[ fig()hg()]

i i#j
= B[R] + E[Y fifie(gl)]
i i#j
= Y fPE[g(i)’] + Y _fifiElg = R
i i#)
-~ E[g(i))] =1 and El[g(i)g(j)] =0 fori#j

E[X?] = F, J
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AMS sketch

The variance of AMS sketch estimate for F, is bounded
X2 = (fig(1) + fg(2) + ...+ fag(n))? E[X?] = F,

Var(X2) = E[X*] — (E[X?])2

E[XY] = E[X(fig(i))* +6 X (fe(i)*fig(i))?] + ...

i i#]

other terms: E[g(i)g(/)g(k)e(/)] = Elg(i)’e()g(k)] = E[g(i)*g(j)] =0
> 4-wise independence

E[X] = Y £ +63 f2f2
,- i

Var(X?) = SR+ 63 PR — (SR = 43 2 < 2P
i i#j i i#]
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Quality Specs of basic AMS Sketch

Algorithm : AMS sketch to estimate second frequency moment of S
Pick a random hash function g : [n] — {-1,+1}

X<+0 > sketch consists of 1 integer
On input a;
X+ X +g(aj)
return X2
E[X?] = F, Var(X?) < 2F2 |

IMDAD ULLAH KHAN (LUMS) Streaming Model of Computation 9/17



Amplifying the probability of basic AMS Sketch

m Keep k = 8/ X log(1/s) estimates, X1, Xa, ..., Xk

m Return X: median of log(1/s) averages of groups of 2/¢2 estimates

Algorithm : AMS sketch to estimate F; of S (e, 9)
Pick k = 8/¢ x log(1/s) random hash functions g; : [n] — {—1,+1}
X ZEROS(k) > sketch consists of k integer

On input a;
for j=1— k do
X[l = XUl + gj(ai)
return X: median of log(1/s) means of groups of 8/e? estimates (X[]?)

t = 8/c estimates ¢ = 8/¢* estimates t = 8/c estimates ¢ = 8/c* estimates
mean mean mean mean
:
median
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Amplifying the probability of basic AMS Sketch

m Keep k = 8/ x log(1/s) estimates, X1, Xa, ..., Xk

m Return X: median of log(1/s) averages of groups of 2/ estimates

t = 8/* estimates ¢ = 8/ estimates t = 8/* estimates ¢t = 8/¢* estimates
BRI~ Dl [~ = = = = [[[-[II[ K
mean mean mean mean
il
median
27 2 2
m ]E[XJ] = F Var(Xj) < 2F;
~ . v 2 2
= E[X] = F Var(X;) < €/aF;

L] Pr[|)~(j —F| > eR] < V«'f'f(;(j)/e?g2 =1/2 > Chebyshev Inequality

] Pr[|)_<—F2| > EFQ] < 1)
The last inequality uses the Chernoff bound. For X to deviate this much
from F, at least half of )~<J have to deviate more than that
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Linear Transformation View of AMS Sketch

Algorithm : AMS sketch to estimate f> of S

Pick k random hash functions g : [n] — {—1,+1}
X < ZEROS(k)
On input a;
for j=1— k do
X[ < XU+ gj(ai)

> sketch consists of 1 integer

g=1g(1) &) ... | &) ] f
P

IMDAD ULLAH KHAN (LUMS) Streaming Model of Computation 12/17



Linear Transformation View of AMS Sketch

Algorithm : AMS sketch to estimate f> of S

Pick k random hash functions g : [n] — {—1,+1}
X < ZEROS(k)
On input a;
for j=1— k do
X[ < XU+ gj(ai)

> sketch consists of 1 integer

g=[+1]-1[...] [+1] f
f
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Linear Transformation View of AMS Sketch

Algorithm : AMS sketch to estimate f> of S

Pick k random hash functions g : [n] — {—1,+1}

X < ZEROS(k)
On input a;
for j=1— k do

X[ < XU+ gj(ai)

> sketch consists of 1 integer

F

[T 1 +1 7
i —1 A
fa
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Linear Transformation View of AMS Sketch

Algorithm : AMS sketch to estimate f> of S
Pick k random hash functions g : [n] — {—1,+1}
X ZEROS(k) > sketch consists of 1 integer
On input a;

for j=1— k do
X[ < XUT + gj(ai)

F X
¥ -1 .. +1 ;i X,
G 1| -1]... —.1 % X,
T 1 X,
2
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Linear Transformation View of AMS Sketch

X1

X2

X

F

+1 | -1 +1 f

. —-1[ -1 —1 3
—-1 +1 —-1 _

2

_ 1 k
kf:].

PrilX—Ff>eR] <6

With probability at leat 1 —§
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AMS Sketch as a dimensionality reduction algorithm

F X
+1 [ -1 ] ... +1 n X
-1 [ -1 [ ... —1 % X
G=| . .
-1 1 —1 7
+ X,
fn

VA= IFl < \/1E||X||2 < VAT

G is a random linear transformation reduces the dimension of F while
preserving its f2-norm

Since G is linear it is easy to see that given u,v € R”

1

1
whe | 7-Gula || Gvll ~ fu =iz
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