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a b s t r a c t 

With the popularity of Web 2.0, there has been a phenomenal increase in the utility of text 

classification in applications like document filtering and sentiment categorization. Many of 

these applications demand that the classification method be efficient and robust, yet pro- 

duce accurate categorizations by using the terms in the documents only. In this paper, we 

propose a novel and efficient method using terms-based discriminative information space 

for robust text classification. Terms in the documents are assigned weights according to the 

discrimination information they provide for one category over the others. These weights 

also serve to partition the terms into category sets. A linear opinion pool is adopted for 

combining the discrimination information provided by each set of terms to yield a fea- 

ture space (discriminative information space) having dimensions equal to the number of 

classes. Subsequently, a discriminant function is learned to categorize the documents in 

the feature space. This classification methodology relies upon corpus information only, and 

is robust to distribution shifts and noise. We develop theoretical parallels of our method- 

ology with generative, discriminative, and hybrid classifiers. We evaluate our methodology 

extensively with five different discriminative term weighting schemes on six data sets from 

different application areas. We give a side-by-side comparison with four well-known text 

classification techniques. The results show that our methodology consistently outperforms 

the rest, especially when there is a distribution shift from training to test sets. Moreover, 

our methodology is simple and effective for different application domains and training set 

sizes. It is also fast with a small and tunable memory footprint. 

© 2016 Elsevier Inc. All rights reserved. 

 

 

 

 

1. Introduction 

Text classification is witnessing growing interest in recent years. This is due to the availability of digitized text such as

Web pages, e-mails, blogs, digital libraries, social media, online advertisements, corporate documents, product reviews and

much more [22] . Many applications based on these different data sources can be posed as text classification problems. In

these problems, documents need to be categorized into predefined classes representing different semantic groups (e.g. spam

and non-spam, topics, sentiments). 
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Nomenclature 

C Set of Labels/Classes/Categories 

C \ k All Classes other than class k 

L Training Data 

Score k ( x ) Aggregated Opinion of Terms of Set Z k Present in Doc. x 

Score C \ k ( x ) Aggregated Opinion of Terms of Set Z C \ k Present in Doc. x 

T Dictionary Size 

U Test Data 

Z C \ k Set of Significant Terms for Classes other than k 

Z k Set of Significant Terms for Class k 

� True Target Function 

α0 Bias Parameter for the Discriminative Model 

αk Slope Parameter for the Discriminative Model 

�̄ Learned Target Function 

a j Probability of j th Term for Class k 

b j Probability of j th Term for Class other than k 

c i Label of i th Document 

f k (.) Discriminant Function for Class k 

k A particular Class Label from Set C 

t Threshold Parameter 

w j Weight of j th Term 

w 

k 
j 

Weight of j th Term for Class k 

x ij j th attribute of the i th Document 

x i i th Document 

Text classification is challenging in the modern Internet environment. Firstly, text documents are sparsely represented

in a very high dimensional term space (easily in hundreds of thousands for user generated content on the Web), making

learning and generalization difficult. Secondly, due to the high cost of labeling documents, researchers are forced to rely

upon small training sets or collect training data from sources different from the target domain. This results in a distribution

shift between training and test data. Thirdly, documents are of varying quality, languages and lengths, making a uniform

knowledge-based approach inefficient or infeasible. For example, an important domain for text classification which embodies

these challenges is that of e-mail spam filtering: vocabulary of terms can be huge; users’ preferences for spam and non-

spam often differ; non-generic labeled collections are often not available; e-mails come in a wide variety of languages

and qualities. Addressing these challenges demands a corpus-based, statistically robust, and computationally efficient text

classification method. 

There are numerous classification techniques available today that can be utilized for text classification as well. The naive

Bayes classifier, which is a probabilistic generative method, and the support vector machine, which is a statistical discrimi-

native method, are generally considered effective for text classification. However, the former only performs better than the

latter for very small training data [61] , while the latter is very sensitive to distribution shift between the training and test

data [20] . A different approach to enhanced text classification is through feature engineering and semantic representations.

These approaches can be corpus-based, like latent semantic indexing (LSI) [45] , or knowledge-based, like WordNet-based se-

mantic enrichment [56] . However, engineering of new features or incorporating information from external knowledge bases

adds to the computational complexity of these methods. In addition, external knowledge may not be available conveniently

for some domains, e.g., legal proceedings, etc., limiting the general applicability of such approaches. 

Intuitively, robust classification is obtained when the classes are well separated and invariant to noise in the feature

space. Constructing such a feature space is therefore a significant step. For text classification, it is desirable to have a feature

space that is readily interpretable through the terms in the document collection. In Fisher linear discriminant analysis, a

popular feature extraction approach, the score of a document in the feature space is a non-intuitive combination of terms.

Intuitive interpretation also implies that the feature space is low-dimensional as opposed to high-dimensional that can be

generated by some kernel transformations. 

In this paper, we present a terms-based discriminative information space for robust text classification (DIST). This fea-

ture space is constructed from discriminative term weights and linear opinion pooling. The discriminative term weights are

supervised term weights that quantify the discriminative power of each term. Linear opinion pool aggregates the discrimi-

native powers of terms to yield discriminative information scores for each document. These scores quantify the suitability

of each document for a class over the others. A standard discriminative classifier is then learned in this feature space for

the final classification. 
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1.1. Our contribution 

Specifically, we make the following contributions in this paper: 

1. We present a new text classification methodology, named DIST. It combines feature space construction and linear

classifier learning for robust performance in applications involving distribution shift between training and test data. 

2. We propose and evaluate five supervised term weighting measures for quantifying each term’s discriminative power.

These measures (relative risk, log relative risk, odds, log odds, and Kullback-Leibler divergence) can be computed

efficiently from the labeled training data. 

3. We show that our methodology is a generalization of common generative, discriminative, and hybrid classification

methods. In particular, we relate our methodology to the naive Bayes classifier and support vector machines. 

4. We evaluate our methodology on six data sets belonging to different application areas. We also demonstrate the

effectiveness on data sets having different training and test distributions. The results are compared with four common

text classification methods. We further conduct statistical significance tests that demonstrate the overall effectiveness

of our methodology with improved classification accuracies and area under the curve (AUC) values. 

5. We show that our methodology is computationally efficient and suitable for modern text classification problems,

especially those having (a) distribution shift between training and test data, (b) high-dimensional input (term) space,

and (c) time and memory limitations. 

The rest of the paper is organized as follows. We discuss the related work in Section 2 . Our text classification method,

DIST, is described in Section 3 . Comparison of DIST with popular generative and discriminative approaches follows in

Section 4 . We describe the data sets, evaluation setup, and experimental results in Section 5 . This section compares our

results under varying distribution shift, term weighting measures, and feature selection thresholds. Section 6 analyzes the

scalability of DIST, its generalization to a classifier framework, and statistical significance tests of the results. We conclude

and state some promising future directions in Section 7 . 

2. Related work and motivation 

Relevant related work on discriminative term weighting and text classifiers is presented in the following subsections. 

2.1. Discriminative term weights 

Term weighting is widely used in text retrieval and classification for quantifying the importance of a term in a docu-

ment. Term weighting measures are either discriminative or non-discriminative in nature [14] . Non-discriminative measures

are computed independent of the class information, whereas discriminative measures make use of the class information.

Discriminative measures quantify the strength of the evidence that a term provides in favor of one category as opposed to

the rest. This evidence is referred to as the discriminative information (or power) of a term. Recently, it has been demon-

strated that the relatedness of a term to a category/topic in a document collection can be quantified by its discrimination

information [9] . Various measures for quantification of discrimination information have been used for feature selection [19] ,

association rule mining [24] , hashtag recommendation [66] , text classification [36] and document clustering [26] . The idea

of discriminative term weights is introduced in [36] for quantifying the discrimination information provided by terms. In

this work, we evaluate five such measures: relative risk (RR), log relative risk (LRR), odds ratio (OR), log odds ratio (LOR),

and Kullback-Leibler divergences (KLD). 

Relative risk (RR) and odds ratio (OR) have been used extensively for disease diagnosis in clinical trials [23,28,67] . RR

is the risk of developing a disease relative to exposure; mathematically RR is a ratio of the probability of the event (e.g. a

disease) occurring in an exposed group versus a non-exposed group. Whereas OR is the ratio of the odds of an event oc-

curring in one group to the odds of it occurring in another group. In medical research, RR is favored for cohort studies and

randomized controlled trials whereas OR is used in retrospective studies and case-control studies. Many interesting proper-

ties of OR have made it appealing to machine learning and data mining such as its symmetry under variable permutation,

row/column scaling invariance, inversion invariance, null invariance and many more [59] . Usually OR has been used for fea-

ture selection [19,71] and has only occasionally been used for classification [68] , mainly because its performance degrades

significantly under some circumstances (as shown in Section 5.3.3 ). Recently, there is a growing reliance on such statistically

sound measures for quantifying the relevance of patterns [41,66] . Efficient algorithms for discovering risk patterns, defined

as itemsets with high relative risk, are discussed by [42] . Direct discovery of statistically sound association rules is presented

by [24] . These measures have also been used in the language processing literature for quantifying term association [11] , and

in text clustering approaches [25] . Even though RR is a more intuitive measure, it has not received similar attention in ma-

chine learning literature. The reason being that it does not enjoy some of the interesting properties of OR. But we show in

Section 5.3.3 that statistically, RR is either equal or better than the OR for text classification. 

Like OR and RR, measures such as Kullback-Leibler divergence, chi-square statistic, information gain, mutual information,

Hellinger distance and many more have also been used for feature selection. Some have even been used for text classification

[19,68,73] , but none have given consistent results. We overcome this deficiency by transforming these term weights to a

robust two dimensional feature space by means of term partitioning followed by linear opinion pooling. To the best of our
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knowledge, RR, OR, KL or other weighing measures have not been used for feature construction that is given as input to a

classifier. 

External knowledge bases have also been used to compute semantically enriched term weights. [56] uses WordNet-

based semantic enrichment, while [70] uses Wikipedia concepts and categories. These approaches may result in performance

improvement. However, engineering of new features or incorporating information from external knowledge bases adds to

the computational complexity of these methods. In addition, external knowledge may not be available conveniently for some

domains, e.g., legal proceedings, etc., limiting the general applicability of such approaches. 

These discriminative term weights can be used to identify the common, and domain-specific sets of words for multi-

domain active learning approach for text classification proposed by [43] . The most discriminative terms can help identify

examples that differentiate one domain from the rest, thus corresponding to the domain-specific part. Whereas, the least

discriminative terms can help build the common part by identifying examples that are common across domains. However,

[43] is not comparable to our work as active learning is a semi-supervised learning approach with the goal of reducing the

number of examples needed to train a classifier by intelligently selecting examples from a large pool of unlabelled records.

In contrast, we are proposing a supervised classification approach with the aim of enhancing classifier performance rather

than optimizing the number of examples required for classification. 

The distinction between our discriminative term weights (DTWs) and the (document) term weights (TWs) such as TF-

IDF, etc., is worth pointing out. Firstly, DTWs quantify the discrimination information that terms provide for classification

while TWs quantify the significance of a term within a document. Secondly, DTWs are defined globally for every term in

the vocabulary while TWs are defined locally for every term in a document. Thirdly, DTWs are computed in a supervised

fashion rather than the usual unsupervised computation of T Ws. DT Ws are not a substitute for TWs; they are defined for a

different purpose of classification rather than representation. 

2.2. Text classifiers 

The most common generative classifier is the naive Bayes (NB) classifier [49] . This classifier results from the application

of the Bayes rule with the assumption that each variable is independent of the others given the class label. Three types

of naive Bayes classifiers have been used for text classification: Multi-variate Bernoulli, multi-nomial with term frequencies

(TF) as weights, and multi-nomial with Boolean attributes. Multi-variate Bernoulli model penalizes the absence of a term

in a document during classification. This has led to its relatively poor performance than multi-nomial variants for sparsely

represented documents in a high dimensional space [49] . Since multi-nomial NB with TF weights contains more informa-

tion than the one with Boolean attributes, it is quite reasonable to assume that it would perform better, but [49] shows

otherwise. Their finding has been verified by [62] with experiments in the spam filtering domain. [53] gives a comparison

of the above mentioned variants of the naive Bayes with the addition of two more, namely, multi-variate Gaussian NB and

flexible Bayes, both of which assume an underlying probability distribution for the terms in the documents. [53] conclude

that multi-nomial NB with Boolean attributes to be the better of the five variation of NB method for text classification. We

compare our results to this variant of NB. Henceforth, our usage of the term NB in rest of the paper refers to multi-nomial

NB with Boolean attributes. 

Another successful probabilistic classifier is maximum entropy [57] . It estimates the joint probability distribution by

maximizing the entropy constrained by the empirical distribution. It is commonly used as an alternative to the naive Bayes

classifier because it does not assume statistical independence of the features. However, it assumes collinearity to be rela-

tively low because it becomes difficult to differentiate between the impact of several features if they are highly correlated.

Learning a model of maximum entropy is slower than that of a naive Bayes classifier but it has been shown to sometimes

perform significantly better than naive Bayes [57] . 

The most popular discriminative text classifier is support vector machine (SVM) [32] . It is based on statistical learning

theory and structural risk minimization. It learns a maximum margin linear discriminant in a (possibly) high dimensional

feature space. According to [32] , SVM does not require feature selection as it tends to be robust to over-fitting and can scale

up to considerable dimensions, thus making it suitable for textual data. It is further emphasized that no human and machine

effort in parameter tuning on validation set is needed because there is a theoretically motivated default choice of parameter

settings. Nonetheless, we experiment to find the best values for the parameters to compare it with our technique. 

Another well known discriminative classifier for computing good class boundaries is Rocchio method [8] . The centroid of

a class is computed as the center of mass of its members. The boundary between two classes is then the set of points with

equal distance from the two centroids. As a result, the boundaries of the class regions are hyper planes. The classification

rule is quite simple: a point is classified in accordance with the region it falls into. It is as computationally efficient as NB

classifier, in addition it has relevance feedback mechanism but suffers from low classification accuracy. Furthermore, the

classes must be approximate spheres with similar radii, a condition rarely met in text classification. It also performs poorly

for multi-modal classes and is often surpassed by SVM [1] . 

A more suitable choice is the k nearest neighbor (k-NN) classifier as it determines the decision boundary locally. This

makes it more applicable with classes that have non-spherical, disconnected or other irregular shaped boundaries. However

it is expensive to train because it requires an order of k passes to find the best value of k. Being a memory based lazy learn-

ing approach, it keeps all the training examples in memory for classification thus rendering it infeasible for large datasets
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[69] . Since it operates without pre-modeling, it incurs a high cost to classify new documents when the training set is large

[54] . 

Another widely used discriminative classifier is the decision tree classifier. It is simple to understand and interpret, how-

ever, it does not work well when the number of distinguishing features is large, as is the case in text classification [1,63] . 

The balanced winnow is another example of a discriminative classifier that learns a linear discriminant in the input

space by minimizing the mistakes made by the classifier [13] . It is very similar to the perceptron algorithm; however, the

perceptron algorithm uses an additive weight-update scheme, whereas balanced winnow uses a multiplicative scheme. This

allows it to move quickly to the desired weight vector despite of the large size of the available features. [10] shows that its

performance is comparable and sometimes even better than the linear SVM. 

3. DIST: Discriminative information space for text classification 

In this section, we describe our text classification methodology, DIST, based on terms-based discriminative information

space construction and linear classification. DIST addresses the key issues of high dimensionality, term weighting and se-

lection, and feature construction faced by supervised text classification methods. It uses statistical, information theoretic

and probabilistic techniques in a hybrid generative-discriminative model of the classification problem. It is efficient, robust,

scalable, and simple – characteristics that are much desired for today’s text applications. In the following subsections, we

define the text classification problem, followed by the presentation of our DIST classification methodology. 

3.1. Problem statement 

The prototypical text classification problem can be defined as follows. Given a set of labeled text documents L =
{〈 x i , c i 〉} | L | i =1 

where c i ∈ C = { 1 , 2 , . . . , | C|} denotes the category of document x i , | C | and | L | are the total number of prede-

fined categories and labeled documents; learn a classifier that assigns a category label from 1 to | C | to each document in

the set U = {〈 x i 〉} | U| 
i =1 

. This is a supervised learning setting in which it is assumed that the joint probability distribution of

documents and categories is identical in sets U and L (although this is not guaranteed in practice for some applications). In

other words, the task is to learn to approximate the unknown target function �
′ 

: U → { 1 , 2 , . . . , | C|} by the classifier func-

tion � : U → { 1 , 2 , . . . , | C|} such that the number of documents in U for which �(x j ) � = �
′ 
(x j ) is minimized. A document is

represented as a 0/1 vector x i = 〈 x i 1 , x i 2 , . . . , x i | T | 〉 where x ij ∈ {0, 1} indicates whether the term (typically a word) j exists in

document i or not. The integer | T | is the number of unique terms in the dictionary of L and U (after standard preprocessing

of stop word removal and stemming). The terms and categories are assumed to be just symbolic labels without semantics

and that no additional knowledge of a procedural or declarative nature is available. 

Aforementioned document representation is the most commonly used representation for textual documents in machine

learning methods. It is also known as “bag-of-words” representation or “vector space model” [14] . It describes a document

by a term vector where each term (typically a word) is given a weight (term position information is not preserved). The

common weighting techniques include term occurrence (binary), term frequency, and term frequency inverse document 

frequency (TF-IDF) [14] . We restrict ourselves to the binary term vector representation that has been shown to produce

more accurate classifiers [6] . 

3.2. Discriminative term weighting 

Discriminative term weighting is a supervised term weighting strategy that computes weights for each term in the vocab-

ulary from the labeled training data. These weights quantify the discriminative information provided by a term for a specific

category over the others. Introduced by [36] , discriminative term weights (DTWs) differ from traditional term weights (TWs)

like TF-IDF. DTWs are meant for enhanced representation in classification problems rather than for general-purpose repre-

sentation. In this work, we present and evaluate five discriminative term weighting measures – relative risk (RR), log relative

risk (LRR), odds ratio (OR), log odds ratio (LOR), and Kullback-Leibler divergence (KLD) – for feature space construction in

text classification. 

Intuitively, a document x containing a term j (i.e. x j = 1 ) is more likely to belong to category k if the occurrence of term j

in documents in k is higher than its occurrence in documents not in k . We want to quantify this discriminative information

that the term j provides regarding category k over rest of the categories ( C \ k ). We do this by associating a weight, w 

k 
j 
, for

each term j = 1 , 2 , . . . , | T | and every category k ∈ C . 

One way of quantifying w 

k 
j 

is through the relative risk (RR): 

w 

k 
j = 

{
a j /b j when a j > b j 
b j /a j otherwise 

(1) 

where a j = p(x j = 1 | c = k ) and b j = p(x j = 1 | c ∈ C\ k ) . Notice that the discriminative information the term j provides for

categories C \ k over category k is b j / a j . Thus, the smallest weight assigned by Eq. (1) is one and the highest value assigned

could be infinity which is avoided by smoothing. 
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The log of the relative risk, or log relative risk (LRR), can be used to quantify discriminative term weights. Using this

measure the weight for term j for category k is defined as 

w 

k 
j = 

{
log (a j /b j ) when a j > b j 
log (b j /a j ) otherwise 

(2)

Unlike RR, the smallest value assigned by LRR is zero which is consistent with no discrimination information. Eqs. (1) and

(2) are monotonically related, with the former always giving a larger value than the latter. This difference in values becomes

greater with increasing difference between a j and b j . 

Besides relative risk, the related measure of odds ratio is utilized to quantify discriminative term information. In statistics,

odds ratio is defined as the ratio of the odds of an event occurring in one group to the odds of it occurring in another group,

where odds is the relative likelihood of the event. Mathematically, the discriminative term weight for term j and category k

quantified by odds ratio (OR) and log odds ratio (LOR) are defined as 

w 

k 
j = 

⎧ ⎪ ⎨ 

⎪ ⎩ 

a j 

1 − a j 

/ b j 

1 − b j 
when a j > b j 

b j 

1 − b j 

/ a j 

1 − a j 
otherwise 

(3)

and 

w 

k 
j = 

⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

log 

(
a j 

1 − a j 

/ b j 

1 − b j 

)
when a j > b j 

log 

(
b j 

1 − b j 

/ a j 

1 − a j 

)
otherwise 

(4)

Like RR and LRR, the minimum weight using OR and LOR is one and zero, respectively. Eqs. (1) and (3) are monotonically

related to their logarithm versions of (2) and (4) respectively. 

The fifth measure for discriminative term weights used is the information theoretic measure Kullback-Leibler (KL) diver-

gence. The KL divergence of probability distribution p ( x ) from probability distribution q ( x ) is defined as 

D KL (p(x ) ‖ q (x )) = 

∑ 

x 

p(x ) log 
p(x ) 

q (x ) 

The KL divergence can be interpreted as the expected discrimination information for p ( x ) over q ( x ). In our context, the two

probability distributions are p(x j | c = k ) and p ( x j | c ∈ C \ k ) where x j can take on values of zero and one. In this context, the

expected discrimination information provided by knowledge of term j for category k over other categories is given by the

KL divergence (KLD) as 

w 

k 
j = D KL (p(x j | c = k ) ‖ p(x j | c ∈ C\ k ) (5)

= a j log 
a j 

b j 
+ (1 − a j ) log 

1 − a j 

1 − b j 
(6)

Except for RR and LRR, the remaining three DTW measures consider both the occurrence and the absence of a term.

Eq. 5 is also monotonically related with the other four measures but is not symmetric. Even though RR asymptotically

approaches OR for small probabilities, both are quite different. If values of a j and b j are significantly small, then Eqs. (3) and

(4) approximate Eqs. (1) and (2) respectively. The distinction between the two becomes pronounced in cases of medium

to high probabilities. For example, if a term occurs in category k and in categories C \ k with 0.999 and 0.99 probability,

respectively, the relative risk is just over 1 while the odds ratio is more than 10 times higher. 

In any case, all five measures quantify the discrimination information provided by term j for discrimination between

category k and categories C \ k , with larger weights signifying higher discrimination information. The probabilities a j and b j
are estimated from the training data L by maximum likelihood estimation. A Laplacian prior is used for each event for

smoothing (add-one smoothing). This prevents the weight of a term to become infinity, a situation that arises because of

division by zero during weight computation. 

3.3. Term space partitioning and term selection 

The DTWs described in the previous section are then used for term space partitioning and term selection. Our weighting

strategies naturally partition the terms into two sets: the first set identified by the index set Z k , contains terms for which

a j > b j . The second set identified by the index set Z C \ k , contains the remaining terms. All terms j ∈ Z k provide evidence for

category k over the rest, and this evidence is quantified by their discriminative term weights. In the next subsection, we

describe how we use this partitioning to create a feature space for the classification problem. 
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Our weighting strategies also provide a natural way of selecting highly discriminating and relevant terms. A term j is

deemed significant if 

| a j − b j | ≥ t 

where j ∈ { Z k , Z C \ k } and t is a positive valued threshold. All terms that do not satisfy this condition are discarded from the

classification model. By increasing the value of t , the number of relevant terms can be reduced by eliminating terms that

provide little or no discrimination information. This is a supervised and more direct approach for term selection as compared

to the common techniques used in practice like information gain and principal component analysis. It is reasonable to

expect that the classification accuracy will be the highest when all features are selected i.e. t = 0 ; however, because of

feature information noise and variance the highest accuracy is often achieved with a reduced feature set. DIST does not

require term selection and dimensionality reduction as it efficiently transforms the input terms to a two-dimensional feature

space (described in the next subsection). However, term selection may be necessary for large scale online applications like

personalized spam filtering by e-mail service providers [35] . For such applications, DIST’s accuracy can be traded off with

its space and time complexity by varying the value of t . 

3.4. Linear opinion pool and linear discrimination in feature space 

The two-set partitioning of the term space, i.e. Z k and Z C \ k , is used to construct a two-dimensional feature space. Each

term j in the document x expresses an opinion regarding the document’s categorization. This opinion is captured by the

discriminative term weights w 

k 
j 

and w 

C\ k 
j 

. The terms in the set Z k give their opinion regarding the document’s membership

to the category k , Terms in the set Z C \ k give their opinion regarding the document’s membership to the category C \ k . The

aggregated opinion of all these terms is obtained as the linear combination of individuals’ opinions: 

Score k (x ) = 

∑ 

j∈ Z k x j w 

k 
j ∑ 

j x j 
(7) 

This equation follows from a linear opinion pool or an ensemble average, which is a statistical technique for combining

experts’ opinions [31] . Each opinion ( w 

k 
j 
) is weighted by the normalized term occurrence ( x j / �x j ), and all weighted opinions

are summed yielding an aggregated discrimination score of the document for category k ( Score k ( x )). If a term i does not

occur in the document (i.e. x i = 0 ) then it does not contribute to the pool. Also, terms that do not belong to set Z k do not

contribute to the pool. Similarly, an aggregated discrimination score can be computed for all terms j ∈ Z C \ k as 

Score C\ k (x ) = 

∑ 

j∈ Z C\ k x j w 

C\ k 
j ∑ 

j x j 
. (8) 

These two scores, Score k ( x ) and Score C \ k ( x ) define the two-dimensional feature space . In this space, documents are well

separated and discriminated, as illustrated for a spam classification data ( Fig. 1 ). The documents belonging to category k

and category C \ k are nicely aligned with the y-axis and x-axis respectively. Each discrimination score in the transformed

space is a consolidation of the opinion of discriminative terms of its corresponding category. These scores can be treated as

confidence values of document’s membership in the respective categories. A decision rule could be to assign the document

to the category for which it has the highest discrimination score. Although this simple rule works well in some situations it

is not robust enough for broader applications. In particular, it fails when the distribution of categories in a data set are very

different or when there is a significant class imbalance. We solve this problem by learning the categorization in this new

feature space by a linear discriminant function: 

f k (x ) = αk · Score k (x ) − Score C\ k (x ) + α0 (9) 

where αk and α0 are the slope and bias parameters, respectively. The discriminating line is defined by f k (·) = 0 . If f k ( ·)
> 0 then the document x is likely to belong to category k ( Fig. 1 ). For a | C | category classification problem, we learn | C |

discriminant functions each with two parameters. In practice, however, the bias parameter set to zero often yields better

results, leaving only the slope parameter to be learned. 

The discriminative model parameters are learned by minimizing the classification error over the labeled training set L .

This represents a straightforward optimization problem that can be solved by any iterative optimization technique [46] . The

category with the highest score is assigned to the document i.e. DIST’s overall classifier function is defined as 

�(x ) = argmax k f k (x ) . (10) 

DIST derives its strength from the discrimination information based term weighting, discrimination information pooling

to form a two-dimensional feature space, and a simple linear discriminative model for classification. These characteristics

make DIST efficient, in terms of both time and space, and robust to noise and changing data distributions. DIST contains

three key steps: (1) discriminative term weight computation, which can be done in a single pass over the labeled data set,

(2) constructing the two-dimensional feature space, and (3) learning the parameters of the discriminating line which can be

done efficiently using common optimization algorithms. The DIST algorithm is given in Algorithm 1 . 
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Fig. 1. The two-dimensional feature space and the linear discriminant function for a spam classification problem. 

Algorithm 1 DIST 

Input: set of labeled documents L , set of unlabeled documents U

Output: labels for documents in U

On training data L 

for k = 1 to | C| − 1 do 

for j = 1 to | T | do 

compute w 

k 
j 

and w 

C\ k 
j 

( Eqs. 1 , 2 , 3 , 4 or 5 ) 

end for 

compute Score k (x ) and Score C\ k (x ) ( Eqs. 7 and 8 ) 

learn parameters αk and α0 

end for 

On test data U

for k = 1 to | C| − 1 do 

compute Score k (x ) and Score C\ k (x ) ( Eqs. 7 and 8 ) 

compute f k (x ) ( Eq. 9 ) 

end for 

output k = argmax k f 
k (x ) ( Eq. 10 ) 

 

 

 

 

4. Interpretations and comparisons 

In this section, we provide a broader interpretation of DIST by comparing it with generative, discriminative, and hybrid

classifiers. 

4.1. Relation to naive Bayes classifier 

Here, we develop the naive Bayes classifier and show its relation to DIST. The relative risk that a document x belongs to

category k rather than categories C \ k can be written as 

p(c = k | x ) 

p(c ∈ C\ k | x ) 
= 

p(x | c = k ) p(c = k ) 

p(x | c ∈ C\ k ) p(c ∈ C\ k ) 
Assuming that the occurrence of each term is independent of others given the category, the document’s relative risk on

the right hand side becomes a product of terms’ relative risks. The naive Bayes classification of a document x is category k
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when 

p(c = k ) 

p(c ∈ C\ k ) 
∏ 

j 

(
p(x j | c = k 

p(x j | c ∈ C\ k ) 
)x j 

> 1 

Equivalently, taking the log of both sides, the above expression can be written as 

log 
p(c = k ) 

p(c ∈ C\ k ) + 

∑ 

j 

x j log 
p(x j | c = k ) 

p(x j | c ∈ C\ k ) > 0 (11) 

This equation computes a non-negative score, and when this score is greater than zero the naive Bayes classification for the

document x is k . Notice that only those terms are included in the summation for which x j = 1 . 

Comparing the naive Bayes classifier, as expressed by Eq. (11) , with DIST yields some interesting observations. The dis-

criminative model of DIST is similar to Eq. (11) in that the structure of the discrimination score computation ( Eqs. (7) and

(8) ) is similar to the summation in Eq. (11) and the bias parameter α0 corresponds to the first term in Eq. (11) . The log

relative risk for term j in Eq. (11) corresponds to the log relative risk discriminative weighting measure in DIST. 

However, there are also significant differences between DIST and naive Bayes. (1) The discrimination scores in DIST are

normalized (for each document) using the � 1 norm. Document length normalization is typically not done in naive Bayes

classification, and when it is, the � 2 norm is used. (2) DIST partitions the summation into two, based on discrimination

information, and then learns a linear discriminative model of the classification. Naive Bayes, on the other hand, is a purely

generative model with no discriminative learning of parameters. (3) DIST allows the use of different discriminative term

weighting measures as long as they quantify the discrimination information that a term provides for one category over the

others. (4) DIST does not require the naive Bayes assumption of conditional independence of the terms given the category. 

DIST will be identical to naive Bayes when the log relative risk term weighting measure is used, discrimination scores

are not normalized, the slope parameter αk is equal to one, and the bias parameter α0 is equal to the first term in Eq. (11) .

4.2. Discriminative classifiers 

Popular discriminative classifiers learn a hyperplane or linear discriminant in the space representing the objects to be

classified (documents in our case). Let φ: X → C be the function that maps a document x ∈ X from the T -dimensional input

space to v in a d -dimensional feature space. Then, a hyperplane in the feature space is defined by 

d ∑ 

j=1 

α j v j + α0 = 0 (12) 

where α j ( j = 1 , 2 , . . . , d) are the parameters of the hyperplane. 

DIST’s discriminative model is a linear discriminant. However, this discriminant function is learned in a two-dimensional

feature space defined by scores ( Eqs. (7) and (8) ) and has only two parameters ( Eq. (9) ). Input-to-feature space transforma-

tion is typically not done for discriminative classifiers like balanced winnow/perceptron and logistic regression. In SVM, this

transformation is done implicitly through the inner product kernel k (x , x ′ ) = 〈 φ(x ) , φ( x ′ ) 〉 , where φ( · ) is the function that

maps from input to feature space. 

The input-to-feature space transformation in DIST can be written as 

φ(x ) = [ φ1 (x ) φ2 (x ) ] 
T = 

[
Score k (x ) Score C\ k (x ) 

]T 
(13) 

where the scores are defined in Eqs. (7) and (8) . This represents a linear mapping from a T -dimensional input space to a

two-dimensional feature space. The kernel is then defined as follows (after substitution and using vector notations): 

k (x , x 

′ ) = φT (x ) φ( x 

′ ) = x̄ 

T W 

+ x̄ 

′ + x̄ 

T W 

−x̄ 

′ (14)

where W 

+ = w 

+ w 

+ T and W 

− = w 

−w 

−T are T × T -dimensional matrices and x̄ = x / ‖ x ‖ L 1 , x̄ ′ = x ′ / ‖ x ′ ‖ L 1 . The elements of

vector w 

+ (vector w 

−) are equal to w j ( Eq. (1) ) when j ∈ Z k ( j ∈ Z C \ k ) and zero otherwise. Noting that terms in the vocabu-

lary are hard-partitioned, we can write 

k (x , x 

′ ) = x̄ 

T W ̄x 

′ (15) 

where W = W 

+ + W 

−. 

The following observations can be made from the above discussion. (1) DIST performs a linear transformation from the

input space to a lower dimension feature space. This feature space is formed in such a way that the discrimination between

categories k and C \ k is enhanced. Recently, it has been shown that feature space representations are critical to making

classifiers robust for domain adaptation [2,5] . (2) The smoothing matrices W , W 

+ , and W 

− are symmetric and the associated

kernel is positive semi-definite. (3) The transformation is supervised, requiring information about class labels. 
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4.3. Hybrid classifiers 

Multiple classifiers can be combined to form a single classifier. This technique is referred to as classifier ensembles,

combiners, hybrid, or committees. They aggregate several classifiers by combining their individual predictions through voting

or averaging [58] . They generally provide better performance than their constituent models (also known as base models)

[27] , but are generally slower because multiple models are learned. 

[30] discusses a hybrid classifier in which the kernel function is derived from a generative model. The input-to-feature

space transformation is based on the Fisher score and the resulting kernel is a Fisher kernel. Our input-to-feature space

transformation is based on discrimination scores computed from discrimination information provided by the terms in the

text document. [60] presents another hybrid classifier in which the input space (defined by the terms) is partitioned into

two sets (based on domain knowledge). The weights for each set of class conditional distributions (learned generatively)

are learned discriminatively. Discriminative model parameters of DIST are similar in purpose. However, the two sets of

class conditional distributions in DIST correspond to the sets of significant terms of the two classes, which are determined

from labeled documents. [37] extends naive Bayes by splitting features into two sets. One of the feature set is maximized

through discriminant model and the other through generative model. [7] proposes a method to trade-off generative and

discriminative modeling. It is similar to multi-conditional learning because it maximizes a weighted combination of two

likelihood terms using one set of parameters. They learn a discriminative model and a generative model and present a

combined objective function. [29] uses naive Bayes approach to vectorize a document according to a probability distribution

reflecting the probable categories that the document may belong to. SVM is then used to classify the documents in this

vector space on a multi-dimensional level. The results in [29] show that this hybrid approach performs better than naive

Bayes on most of the data sets. Other works have been done by [38] (Multi-conditional Learning), [3] (Hybrid Markov/Semi-

Markov Conditional Random Fields) [65] (Structured Output Learning (SOL)), and [44] (Bayes Perceptron Model). 

5. Evaluation setup 

We evaluate DIST on six commonly-used text classification data sets – personalized spam filtering (ECML), movie review

(Movies), 20 Newsgroups (20NG), Simulated Real Auto Annealing (SRAA), ECUE and PU email data set. Three of these data

sets have more than one train-test data pairs. Not only the data sets are from a varied domain but have different underlying

characteristics, with some data sets having distribution shift while others don’t, some are two class problems while others

are multiclass, some having small training set while others have a large one. We compare DIST performance with four other

classifiers – naive Bayes (NB), balanced winnow (BW), maximum entropy (ME), and support vector machine (SVM). DIST’s

performance with relative risk (DIST-RR), log relative risk (DIST-LRR), odds (DIST-OR), log odds (DIST-LOR), and KL divergence

(DIST-KL) discriminative term weighting strategies is reported. For naive Bayes, maximum entropy, and balanced winnow we

use the implementation provided by the Mallet toolkit [51] . For SVM, we use the implementation provided by SVM 

Light [33] .

We report the classification accuracy for all the data sets, and the mean of classification accuracy for movie and SRAA data

sets calculated over 5 runs of the algorithms. The AUC (area under the ROC curve) value is considered as a more robust

measure of classifier performance [12] , therefore we also compare the classifiers based on their AUC values. 

5.1. Data sets 

In all the six data sets, a documents is represented as a bag-of-words or -terms. In [19] , it has been shown that term

occurrence vectors perform slightly better than term frequency vectors (more than 0.3% in AUC value), therefore we convert

the data sets to the former format. Stop words, HTML tags, and message headers are also removed. 

5.1.1. 20 News groups 

20 Newsgroups (20NG) data set collected by Ken Lang [39] is a very popular data set for text classification in the data

mining and machine learning community. It is a collection of about 20,0 0 0 newsgroup documents from around 20 news-

groups, each corresponding to a different topic. Some of these topics are related and can be loosely grouped in six different

topic categories e.g. autos, motorcycles are related topics. There are three different versions of 20 Newsgroups data set

available. 1 The first one is the original data set that has 19,997 documents, the second version called the “bydate” version

is sorted by date into training (60%) and testing (40%) with duplicates and header information removed. The third version

called “18828” does not include duplicates, and includes the “Form” and “Subject” headers. We chose the “bydate” version

for three reasons: firstly, the duplicates are removed, secondly newsgroup identifying information (header information) is

left out, and lastly there is no randomness in the selection of training and test set which makes it more realistic. 

5.1.2. ECML 

The personalized spam filtering data set, henceforth identified as the ECML data set, captures the e-mail classification

problem in which individual user’s e-mails are labeled as either spam or non-spam. A common general labeled training set
1 http://people.csail.mit.edu/jrennie/20Newsgroups/ . 

http://people.csail.mit.edu/jrennie/20Newsgroups/
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is used for each of the user’s. This data set corresponds to data set A provided by the 2006 ECML/PKDD Discovery Challenge

[6] . It contains a labeled training set of 40 0 0 e-mails and three unlabeled users inboxes of 2500 e-mails each, i.e. ECML-1,

ECML-2 and ECML-3. The composition of the training set is: 50% spam e-mails sent by blacklisted servers of the Spamhaus

project ( http://www.spamhaus.org ), 40% non-spam e-mails from the SpamAssassin corpus, and 10% non-spam e-mails from

about 100 different subscribed English and German newsletters. The composition of e-mails in users inboxes is more varied

with 50% non-spam e-mails of distinct Enron employees from the Enron corpus and 50% spam e-mails from various sources.

Low frequency terms have already been removed. A key characteristic of this data set is that the distribution of e-mails in

the training set is different from those in the users’ inboxes (test sets). 

5.1.3. Movie review 

The movie review data set 2 , henceforth identified as the Movie data set, captures the sentiment classification problem

in which movie reviews from IMDB (Internet Movie Database) are labeled as either positive or negative (2 categories). It

consist of 20 0 0 positive and 20 0 0 negative reviews. We remove the stop words/terms using the mallet toolkit [51] . We

holdout 400 examples of each class for testing and randomly select different numbers of examples for training. 

5.1.4. SRAA 

The SRAA (Simulated/Real/Aviation/Auto) data set 3 is a collection of 73,218 documents from four newsgroups (simulated-

aviation, simulated-auto, real-aviation, and real-auto), representing a 4 category classification problem. We remove the HTML

header and the stop words using the mallet toolkit. We holdout 10 0 0 examples of each class for testing and randomly select

different numbers of examples for training. 

5.1.5. PU1 And PU2 data sets 

The PU1 and PU2 data sets contain e-mails received by a particular user [4] . The order in which the e-mails are received

is not preserved in these data sets. Moreover, only the earliest five non-spam e-mails from each sender are retained in the

data sets. Attachments, HTML tags, and duplicate spam e-mails received on the same day are removed before preprocessing.

The PU1 data set is available in four versions depending on the preprocessing performed. We use the version with stop

words removed. The PU2 data set is available in the bare form only, i.e., without stop word removal and lemmatization. 

The PU1 data set contains 481 spam and 618 non-spam e-mails available in 10 partitions or folders. We select the first 7

folders for training and the last 3 for testing. Within the training and test sets we retain 362 and 145 e-mails, respectively,

of each class for our evaluation. The PU2 data set is also available in 10 folders with the first 7 folders selected for training

and the last 3 for testing. There are 497 training e-mails (399 are non-spam) and 213 test e-mails (171 are non-spam). For

this data set, we do not sample the e-mails to achieve even proportions of spam and non-spam e-mails because doing so

produces very small training and test sets. 

5.1.6. ECUE-1 And ECUE-2 data sets 

The ECUE-1 and ECUE-2 data sets are derived from the ECUE concept drift 1 and 2 data sets, respectively [16] . Each data

set is a collection of e-mails received by one specific user over the period of one year. The order in which the e-mails are

received is preserved in these data sets. The training sets contain 10 0 0 e-mails (50 0 spam and 50 0 non-spam) received

during the first three months. The test sets contain 20 0 0 e-mails (10 0 0 spam and 10 0 0 non-spam) randomly sampled from

the e-mails received during the last nine months. As such, concept drift exists from training to test sets in these data sets. 

These data sets are not preprocessed for stop word, stemming, or lemmatization. E-mail attachments are removed before

parsing but any HTML text present in the e-mails is included in the tokenization. A selection of header fields, including

the Subject, To and From, are also included in the tokenization. These data sets contain three types of features: (a) word

features, (b) letter or single character features, and (c) structural features, e.g., the proportion of uppercase or lowercase

characters. See [16] for further details. 

5.2. Tuning the algorithms 

Documents are represented by term frequency vectors for the NB, ME, BW, and SVM classifiers. For DIST, however, we

use term occurrence vectors for document representation. An extensive evaluation of DIST with different document vector

representations is beyond the scope of this paper. The default algorithm settings provided by Mallet are adopted for NB, ME,

and BW. 

The SVM (using SVM 

Light ) is tuned for each data set by evaluating its performance on a validation set that is a 25%

holdout of the training set. The SVM 

Light parameter C that controls the trade-off between classification error and margin

width is tuned for each data set. Similarly, we evaluate the performance of SVM with both linear and nonlinear kernels and

find the linear kernel to be superior. This observation is consistent with that reported in the literature [18,72] . We perform

document length normalization using L 2 (Euclidean) norm. This improves performance slightly from the non-normalized

case, as observed by others as well [18,72] . We keep the remaining parameters of SVM 

Light at default values. The parameters

of DIST are tuned on the training set for each data set. 
2 http://www.cs.cornell.edu/people/pabo/movie-review-data . 
3 http://www.cs.umass.edu/ ∼mccallum/code-data.html . 

http://www.spamhaus.org
http://www.cs.cornell.edu/people/pabo/movie-review-data
http://www.cs.umass.edu/~mccallum/code-data.html
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Table 1 

Comparison of DIST variants using the five discriminati ve term weighting strate- 

gies. Mean accuracy computed over 5 runs with randomly drawn training sets 

of sizes specified in the Tr. column and randomly selected test sets of sizes 800 

and 40 0 0 is reported for Movie and SRAA data sets respectively. For ECML, ECUE, 

PU and 20 Newsgroup data sets, test set or inbox is specified in Ts. column. Av- 

erage accuracy values are reported in italic and top values are reported in bold 

typeface. 

Data Tr. DIST-RR DIST-LRR DIST-KL DIST-OR DIST-LOR 

Movie 600 80 .90 81 .35 82.32 81 .07 81 .59 

500 82 .47 82 .40 83.24 82 .69 82 .20 

400 79 .84 81 .42 81.52 80 .27 81 .57 

300 79 .64 80 .07 82.27 79 .96 79 .55 

200 78 .02 79 .30 80.87 78 .17 79 .54 

Avg. 80 .17 80 .91 82 .04 80 .43 80 .89 

SRAA 1500 93.41 91 .93 88 .61 93 .40 91 .92 

10 0 0 92.94 91 .14 88 .50 92 .85 91 .12 

500 91 .26 88 .48 87 .50 91.28 88 .40 

250 88.88 83 .60 85 .52 88 .79 83 .95 

150 86 .63 78 .12 83 .74 86.77 78 .39 

Avg. 90.62 86.65 86.77 90.62 86.76 

Ts. 

ECML 1 91 .00 91.12 79 .88 90 .64 90 .04 

2 92.36 91 .96 82 .24 91 .96 92 .00 

3 87 .52 88.60 68 .88 87 .24 88 .04 

Avg. 90.29 90.56 77.00 89.95 90.03 

ECUE 1 92.20 91 .95 83 .05 81 .25 86 .95 

2 83 .45 82 .65 89.25 88 .05 84 .45 

Avg. 87.83 87.30 86.15 84.65 85.70 

PU 1 98 .27 98 .62 97 .58 98 .62 98.96 

2 97.18 94 .83 94 .36 96 .71 95 .30 

Avg. 97.73 96.73 95.97 97.67 97.13 

20NG - 78.73 35 .13 66 .59 78 .59 34 .73 

Overall Avg. 87.56 79.55 82.42 86.99 79.21 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.2.1. Parameter estimation 

DIST uses a set of generative model parameters – the discriminative term weights, and | C| − 1 discriminative model

parameters – the slope αk and bias α0 . The weights are computed from the labeled training set by maximum likelihood

estimation. This is a straightforward computation requiring a single pass over the training set. The discriminative model

parameters are learned by minimizing the classification error over the labeled training set. This is a convex optimization

problem, as empirically verified from the error versus slope parameter graph (not shown here). The bias parameter, which

is usually close to zero in our evaluations, can be determined after learning the slope parameter. The optimization problems

can be solved efficiently by an iterative optimization technique or by grid search. 

5.3. Results and discussion 

In this section we first demonstrate the results of using different discriminative term weighting strategies with our classi-

fier DIST. The most consistent measure is then chosen and compared with other methods. Other experiments and discussions

on the results are also provided. 

5.3.1. Classification performance 

Table 1 shows the classification accuracy values of the five DIST variants on Movie, SRAA, ECML, ECUE, PU and 20NG

data sets. The results for DIST with the five measures; relative risk, log relative risk, odds, log odds, and KL divergence,

are identified by DIST-RR, DIST-LRR, DIST-OR, DIST-LOR and DIST-KL, respectively. DIST using relative risk (DIST-RR) achieves

the highest and the most consistent results overall. Thus we select DIST-RR for further comparisons with other competitor

methods, i.e., naive Bayes (NB), maximum entropy (ME), balanced winnow (BW), and SVM, in Table 2 . The training and test

splits for Movie and SRAA data sets, were chosen randomly, therefore we give the mean of the classification accuracies over

five runs of the classifier. For the ECML data set, we report results for each user inbox separately. 

DIST performs exceptionally good for data sets that have a distribution shift between the training and test data such as

the ECML data set. The distribution of training and test sets are similar for the Movie and the SRAA data sets. For these

data sets also, DIST outperforms all the other algorithms, however by a lesser margin as compared to that for the ECML

data set. Notice that the performance of DIST degrades gracefully as the number of examples in the training set is reduced.

The results obtained by NB, ME,and SVM are comparable to those reported in [18,50] . DIST’s performance appears slightly
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Table 2 

Comparison of our method DIST (using relative risk, i.e., DIST-RR) with 

other methods. Mean accuracy computed over 5 runs with randomly 

drawn training sets of sizes specified in the Tr. column and randomly 

selected test sets of sizes 80 0 and 40 0 0 is reported for Movie and 

SRAA data sets respectively. For ECML, ECUE, PU and 20 Newsgroup 

data sets, test set or inbox is specified in Ts. column. Average accu- 

racy values are reported in italic and top values are reported in bold 

typeface. 

Data Tr. DIST-RR NB ME BW SVM 

Movie 600 80 .90 79 .25 82.14 78 .89 81 .85 

500 82.47 80 .74 81 .32 77 .92 81 .35 

400 79.84 79 .17 79 .62 78 .34 79 .65 

300 79.64 77 .57 77 .97 76 .09 78 .52 

200 78.02 76 .42 76 .32 74 .12 76 .10 

Avg. 80 .17 78 .63 79 .47 77 .07 79 .49 

SRAA 1500 93.41 92 .72 90 .53 88 .23 91 .54 

10 0 0 92.94 92 .10 89 .12 87 .54 89 .34 

500 91.26 90 .59 86 .75 85 .01 86 .73 

250 88.88 88 .05 83 .28 81 .94 84 .52 

150 86.63 85 .69 81 .87 79 .97 83 .58 

Avg. 90.62 89.83 86.31 84.54 87.14 

Ts. 

ECML 1 91.00 81 .24 62 .20 61 .00 64 .40 

2 92.36 83 .80 68 .16 64 .76 69 .56 

3 87 .52 87.88 78 .92 73 .44 80 .24 

Avg. 90.29 84.31 69.76 66.40 71.40 

ECUE 1 92.20 50 .05 78 .30 83 .05 83 .30 

2 83.45 50 .00 79 .50 77 .50 76 .95 

Avg. 87.83 50.03 78.90 80.28 80.13 

PU 1 98.27 96 .55 96 .89 97 .24 96 .21 

2 97.18 87 .32 94 .36 90 .61 88 .26 

Avg. 97.73 91.94 95.63 93.93 92.24 

20NG - 78.73 73 .67 71 .20 60 .32 77 .32 

Overall Avg. 87.56 78.07 80.21 77.09 81.29 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

lesser than that of multi-conditional learning reported in [50] ; however, their exact evaluation and data set is not known so

a direct comparison is not possible. 

Even though the results of NB, ME, BW and SVM are comparable, but each one of them performs significantly poorly on

at least one of the data sets. For example, NB for ECUE-1 and ECUE-2 data sets, BW for 20NG and ECML data set, ME for

ECUE-1 and ECML data sets, and SVM for the ECML data set. DIST fares as the most consistent classifier of the lot, and we

show in Section 6.2 that its performance is statistically better than the above mentioned classifiers. One surprising result is

that DIST-LRR performs poorly on the 20NG as compared to its non-log variant, this is also true for DIST-LOR. One reason for

this is that taking log of the ratio reduces the magnitude of the discrimination value, and this effect becomes more visible

in multi-class data sets. 

The AUC values for the above data sets are reported in Figs. 2 and 3 . Both of the figures do not show the result for

SRAA and 20NG data sets because the AUC measure is defined for two class problems only. The Fig. 3 shows that in terms

of AUC, DIST consistently outperforms all the other algorithms by a big margin. Fig. 2 compares the performance of the

aforementioned weighting strategies. DIST-LRR and DIST-LOR perform slightly better than their without log versions often.

The worst performer is the DIST-KL but it catches up with the rest on the PU and Movies data sets. This characteristic of

the DIST-KL can be credited to the penalizing of absence of a term by the Kullback-Leibler divergence measure. Since the

distribution shift is largest for the ECML data set, many terms that occur in the training set are absent in the test set, as

a result the performance of DIST-KL is the worst for this data set. Because of the lesser distribution shift in the ECUE data

set (only temporal shift), DIST-KL is not far away from the rest of the weighting schemes. As for PU and Movies 600 which

do not have this distribution shift, DIST-KL performs equally better as the rest of the schemes. In Section 5.3.2 , we further

explore the quantification and effects of distribution shift on these algorithms. 

5.3.2. Varying distribution shift 

We also evaluate the performance of DIST, NB, ME, BW, and SVM under varying distribution shift between training and

test data. This evaluation is performed on ECML data set by swapping varying numbers of e-mails between training and test

(user) data. By increasing the number of e-mails swapped, the distribution shift between training and test data reduces. To

illustrate the evaluation procedure, suppose 100 randomly selected e-mails from user 1 are moved to the training data and

100 randomly selected e-mails from the training data are moved to user 1 e-mails. The filters are then trained and tested
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Fig. 2. Comparison between different weighting schemes using area under the curve (AUC). 
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Fig. 3. Comparison of DIST with other methods in terms of area under the curve (AUC). 
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Table 3 

Performance under varying distribution shift. Average percentage accuracy and AUC values are given for ECML data set. 

# D KL D TV DIST-RR NB ME BW SVM 

(×10 −7 ) (×10 −7 ) Acc AUC Acc AUC Acc AUC Acc AUC Acc AUC 

0 717 4 4 4 90 .29 96 .10 84 .30 87 .83 69 .76 83 .21 66 .40 71 .33 71 .69 80 .79 

100 517 384 93 .30 98 .04 92 .08 95 .84 87 .90 94 .53 75 .53 82 .73 88 .12 94 .96 

250 477 336 94 .68 98 .72 93 .70 97 .05 92 .80 97 .36 82 .13 88 .87 92 .08 97 .70 

500 346 259 96 .60 99 .38 95 .57 98 .01 96 .18 98 .68 87 .29 92 .91 95 .70 99 .17 

1500 157 127 97 .63 99 .55 96 .39 97 .82 97 .97 99 .01 95 .08 98 .11 97 .30 99 .68 

Avg 94 .50 98 .35 92 .40 95 .31 88 .92 94 .55 81 .28 86 .79 88 .97 94 .46 

Table 4 

Classification results through selection of Maximum Scores. Val- 

ues are percentage accuracies. 

Data RR LRR OR LOR KL 

ECML 64 .64 60 .52 64 .53 60 .36 66.21 

ECUE-1 50 .00 50 .00 50 .00 50 .00 50 .00 

ECUE-2 50 .05 50.10 50 .05 50 .00 50 .00 

PU1 97.93 95 .86 97.93 96 .89 83 .10 

PU2 82 .62 80 .28 83.09 81 .22 81 .69 

Movies 600 67 .79 69.82 68 .04 69 .39 67 .32 

Avg. 68.84 67.76 68.94 67.98 66.39 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

using the modified training and test data. This procedure is repeated for each user and for different numbers of e-mails

swapped. 

To quantify the distribution shift between training and test data we adapt the KL-divergence and total variation distance

as follows: 

D KL (L, U) = 

1 

2 T 

[ ∑ 

j 

p L (x j | +) log 
p L (x j | +) 

p U (x j | +) 
+ 

∑ 

j 

p L (x j |−) log 
p L (x j |−) 

p U (x j |−) 

] 

D T V (L, U) = 

1 

2 T 

[ ∑ 

j 

| p L (x j | +) − p U (x j | +) | + 

∑ 

j 

| p L (x j |−) − p U (x j |−) | 
] 

where D KL ( ·, ·) and D TV ( ·, ·) denote the adapted KL-divergence and total variation distance, respectively. L and U identify

training and test data, respectively, and T is the total number of distinct terms in the training and test data. The quantity

D KL ( D TV ) is computed as the average of the KL-divergence (total variation distance) for spam and non-spam conditional

distributions normalized by T . The normalization ensures that these quantities range from 0 to 1 for all training-test data

pairs irrespective of the numbers of terms in them. 

Table 3 shows the average performance for the three test sets in ECML data set. The table shows that as the number of e-

mails swapped between training and test sets (given in the first column of Table 3 ) increases, the distribution shift between

the sets decreases, as quantified by the values of D KL and D TV . More interestingly, it is observed that as the distribution shift

decreases the performance gap between DIST and the other algorithms narrows down. The performance of all the algorithms

improves with the decrease in distribution shift, especially for ME, BW, and SVM. For example, the average accuracy of

ME jumps up by 28.21% from the case when no e-mails are swapped to the case when 1500 e-mails are swapped. Our

supervised spam filter, DIST, comprehensively outperforms the other algorithms when distribution shift is large, while its

performance compares well with the others at low distribution shift. 

5.3.3. Comparison of feature weighing schemes 

The results of five feature weighting schemes (RR, LRR, OR, LOR and KL-Divergence) as a part of DIST were compared in

Section 5.3.1 . Here we compare them on the basis of the generative model (i.e. class with the maximum score is assigned as

the label) to determine which weighting measure captures the discriminative information more effectively. This comparison

is presented in Table 4 . Even though there is no clear winner in this table, a few interesting observations can be drawn from

it. The logarithmic variants (LRR and LOR), on average, fare worse than their non-logarithmic variants. Secondly, there is no

significant difference between the performance OR and RR (same is the case for LOR and LRR). Thirdly, KL is on average

2.5% behind RR and OR. 

5.3.4. Term selection 

The threshold t , introduced in Section 3.3 earlier, can be used to trade-off DIST’s space requirement and accuracy per-

formance. This is evident from Fig. 4 which shows the variation of the number of selected terms with threshold t for the
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Fig. 4. Number of terms selected versus threshold t for ECML data set (DIST-RR). 
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ECML data set (using DIST-RR). The number of selected terms drops significantly with only a small increase in t . Remark-

ably, however, the classification accuracy does not decrease drastically ( Fig. 5 ). Table 5 shows the number of terms and the

average accuracy (averaged over the 3 inboxes) of DIST-RR for ECML data set. It is seen that even when the number of terms

is reduced by one-eighth (from 40,516 to 4913 terms) the average accuracy value for DIST is still higher than the second

best performer, i.e., naive Bayes. This result demonstrates the robustness and scalability of our algorithm, and its suitability

for application like service side personalized spam filtering by e-mail service providers [35] . 
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Table 5 

Number of selected terms and re- 

sulting accuracy for different values 

of the threshold t (DIST-RR on ECML 

data set). 

Threshold Terms Accuracy 

0 .0 0 0 0 40516 90 .29 

0 .0025 16666 88 .48 

0 .0050 9333 86 .85 

0 .0075 6608 85 .86 

0 .0100 4913 84 .45 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6. Classifier properties and generalizations 

Here we analyze the scalability aspect of DIST by discussing its asymptotic time and space complexity, and some limita-

tions. We then do statistical significance tests to demonstrate that the performance of DIST is significantly better than the

compared algorithms. Finally we elaborate on a classifier framework that results as a generalization of the DIST classifier

followed by some limitations of DIST. 

6.1. Scalability and complexity analysis 

DIST is highly efficient in terms of time and space requirements. It only requires a single pass over the labeled data to

compute the discriminative term weights (the generative model parameters). Its discriminative model parameters are also

obtained by solving a straightforward optimization problem. No further references to the training data are required once

the model is learned. Time taken to train the generative model of DIST is O(| L | a ) , where | L | is the number of documents,

| T | is the size of the dictionary and a is the average length of the document such that a � | T |. This complexity is linear in

terms of the size of the data set. The discriminant model is learned on top of the generative model i.e. in a two dimen-

sional space. Depending on which discriminant model we are using, it can also be learned in linear time. This is the fastest

(asymptotically) that we can get for any text classification algorithm. 

Event though DIST is trained in linear time, it takes longer to train than NB because it has an additional step of learning

a discriminative classifier. The real computational advantage that DIST enjoys is that it classifies new documents asymp-

totically faster than NB. The time taken by DIST for classifying each document is O(| T | ) because in order to classify each

document we have to calculate the | C | scores. These scores are the sums of the weights of O(| T | ) terms that have been

partitioned into | C | different mutually exclusive sets. This is faster than NB as it requires O(| C|| T | ) time to classify a sin-

gle document. This is because to calculate the class conditional probabilities, NB calculates the product of class conditional

probabilities of each of the | T | terms. Therefore it takes O(| T | ) time to calculate a single class conditional probability and

there are | C | such classes. 

Similarly, the generative model of DIST requires only O(| T | ) space as compared to the O(| C|| T | ) space required by the

NB classifier. DIST owes this advantage to its partitioning of the terms into | C | mutually exclusive sets, whereas NB stores

the probabilities of all the terms for each class. SVM tends to be quite effective for text classification but at times its training

model size becomes very prohibitive. Even though it can be trained in linear time [34] , it tends to be slower than NB [47] .

For the 20 Newsgroups data set, the size of the SVM model reached more than 1.5 GB with the regularization parameter Y

converging at 2.5 million. As for DIST the training model for this data set has a total number of 95,663 features, for each of

them we only store their id (integer), weight (float) and the class number (integer). For the discriminative model we only

store two parameters for each class. If the integer and float are taken to be of 4 bytes each, then the total size of our model

is less than 1.1 mega byte and still DIST performs better than SVM. 

Generally | C | � | T | and | C | � | L |, but for problems such as Wikipedia article categorization, 2.9 million articles are as-

signed to 1.5 million categories [15] . In problems such as targeted advertisement, the number of classes (advertisements)

could be asymptotically equal to the number of examples (users). In problems like personalized spam filtering, where mil-

lions of users receive more than 100 e-mails per day (both spam and non-spam), the filter size and response time is very

crucial. The saving of space per user filter and steps per classification of each email by | C | times is very significant for large

e-mail service providers. 

In text classification, documents are sparsely represented in a | T | dimensional space. Approaches dependent on document

incidence matrix data structure require an | L |x| T | dimensional matrix, which results in a huge memory and computation

cost. DIST enjoys the benefit of being implemented for a document incidence matrix and as well as for the hash table data

structure for which it only takes O(| L | a ) time for training. Using the hash table data structure, the object corresponding to

each term (containing id, weight, etc.) can be retrieved and stored in constant time. Hash table data structure is the natural

choice for DIST because, a) search and update, which are the most frequently performed operations only take constant time,

and b) DIST does not require access to terms in any specific order e.g. sorting of terms on term id’s (or weights) or finding
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Table 6 

Friedman’s test with stepwise step-down post-hoc 

analysis of filters’ performances (accuracy). 

Homogeneous subsets 

Subsets 

1 2 

Classifier 1 BW 1 .90 

NB 2 .70 

ME 2 .80 

SVM 2 .90 

DIST 4 .7 

Test Statistic 3 .00 2 

Sig. (2-sided test) 0 .392 

Adjusted Sig. (2-sided test) 0 .392 

1 Each cell shows the classifier’s average rank. 

2 Unable to compute (subset has only one sample) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

the term with minimum or maximum term id (or weight). This computational complexity is the best for text classification

problems. 

6.2. Statistical significance testing 

Here we present the results of statistical significance tests that compare the performance of DIST with the other classi-

fiers on all the data sets used. Statistical analysis is necessary to ascertain the consistency of the observed performances and

to reject the possibility that they are produced purely by chance. Although numerous statistical tests have been proposed,

[17] recommends the non-parametric Wilcoxon signed-ranks test and the non-parametric Friedman’s test (with post-hoc

analysis) for comparing two or more classifiers on multiple data sets. In our analysis, we are comparing 5 classifiers (DIST,

NB, ME, BW, SVM) on 10 data sets (3 ECML-A, 2 PU, 1 20NG, 1 Movies, 1 SRAA, and 2 ECUE data sets). These tests are

applied on performances measured through accuracy values. These tests are performed using the SPSS software version 19. 

The Wilcoxon signed-ranks test compares the performance of two classifiers on multiple data sets by ranking their ab-

solute difference in performance on the data sets. The null-hypothesis is that the observed differences in performance are

insignificant. It is rejected when the smaller of the sum of ranks for positive and negative differences is less than a critical

value for a specified confidence level. We find that DIST’s performance is significantly different (better) than the others,

in fact the null hypothesis is rejected for NB, ME, BW and SVM at the significance level of 0.0 07, 0.0 07, 0.0 05, and 0.0 07,

respectively, with 99% confidence interval. 

The Friedman’s test evaluates multiple classifiers on multiple data sets by comparing the average ranks of the classifiers

on the data sets (higher average ranks are considered better). The null-hypothesis that the classifiers are equivalent is re-

jected when the Friedman statistic is greater than a critical value at a specified confidence level. We use the Friedman’s test

with stepwise step-down post-hoc analysis which finds subsets of classifiers that are statistically equivalent (homogeneous

subsets). Table 6 shows that, DIST’s performance is statistically better than all other classifiers evaluated as it is placed in a

subset that contains none of the other classifiers. 

These statistical analyses provide evidence for the overall superiority of our algorithm for text classification. They also

validate the robustness of our algorithms across different text classification problems. 

6.3. Classifier framework 

A general framework emerges when the specific decisions made for DIST are generalized. There are five major steps in

building DIST, with each step having a variety of options to choose from. For example, in the first step we have used a bag-

of-words representation (or descriptors) of the documents, aka vector space model. In this representation each word is a

term (attribute) and the order of terms is not preserved 3.1 . This is also referred to as a uni-gram representation. Bi-grams,

an alternative approach, models attribute as a combination of two words. Hence for | T | unique words in the dataset, the

size of the feature vector now becomes | T | 2 , but some order and semantics of the words are preserved. These bi-grams have

shown to outperform the uni-gram on large data sizes [48] . In character gram representation, an attribute is constructed

by consecutive characters rather than words. [21] show that in some cases character grams outperform the word bi-gram

representations. TF-IDF is another well know term weighting scheme that can be used to weight the above mentioned

word grams, and character grams mentioned in Section 3.1 . [40] propose an alternative to bag of words representation.

They use paragraph vector instead of the word vector, which they show to perform better on their datasets. Named entity

recognition, part of speech tagging, and syntactic n-grams are just a few more examples of other representations [52,64] .

External knowledge bases have also been used to compute semantically enriched term weights. [56] uses WordNet-based
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semantic enrichment, while [70] uses Wikipedia concepts and categories. [55] used a combination of more than one of the

aforementioned representation to train a SVM classifier to win the first position amongst forty four teams at an international

competition organized by Conference on Semantic Evaluation Exercises (SemEval-2013). In the first step of DIST, any of

the aforementioned representations can be used without any modification to later stages, because we do not make any

assumptions about the representation. 

In the second step, we quantify the discrimination information of each of the descriptors. We compared the discrimina-

tion information of five information theoretic measures (RR, LRR, OR, LOR, and KL-Divergence) in Table 4 . Other measures

such as information gain, chi-square or conditional probabilities can serve as a good discrimination information measure.

There is a vast number of statistical divergence measures that can be used in our framework, e.g. information theoretic

measures such as Hellinger distance, total variation distance, Renyi’s divergence, Jensen-Shannon divergence, etc. Probability 

based measures such as Bhattacharyya distance, Levy-Prokhorov metric and Wasserstein metric (also known as earth movers

distance) might capture the discriminative information more effectively for text classification problems. Other approaches

common in computer vision literature such as Mahalanobis distance can also be used here as well. Each of these weighting

measures have distinct properties that can significantly impact the classifier’s outcome. Only few of these measures have

been explored in the literature for feature selection let alone feature weighting and feature transformation [19] . 

Similarly, in the third step we can use arithmetic, harmonic mean, or any other ensemble approach to combine the dis-

crimination information of the descriptors instead of linear opinion pooling. In step four we could do a non-linear transform

instead of a linear transform. Lastly, instead of learning a line in the transformed space, we can learn different classifiers

such as SVM, neural network (NN), logistic regression etc. 

Choosing different options at each step of this framework would result in a different classifier, some of which would

be more robust than others. Specifically, the classifier framework contains the following components: (1) Identification of

descriptors or experts (we use terms). (2) Quantification of descriptors’ (or experts’) discrimination opinions (we use terms’

RR, LRR, OR, LOR, and KLD). (3) Combining experts’ opinions (we use a linear opinion pool). (4) Transformation from input

to feature space (we do a linear transformation). (5) Discriminative classification in the feature space (we use a linear

discriminant function). 

6.4. Limitations 

Event though DIST classifies new examples asymptotically faster than NB, it takes longer to train because it has an

additional step of learning a discriminative classifier. The time still remains linear because the linear discriminant is learned

in linear time. Furthermore, additional pass over the training data is also not required, as this discriminant is learned in the

transformed two dimensional space rather than the original term space. 

We learn a simple linear discriminant in the discriminative information space. Since there can be infinite many lines

to choose from, the learned discriminant function may not be optimal, a problem also faced by neural networks. A maxi-

mum margin classifier such as linear SVM, can learn an optimal line in this discriminative space that could give a better

generalization onto the unseen data. Doing so would increase the training time, but since it would be learning in a two

dimensional space, it is likely to converge quickly than the original term space consisting of thousands of attributes. 

As we showed in Section 5.3.2 , DIST looses its performance superiority as the distribution shift between the training

and test data decreases. Therefore, when the training and test data follow the same distribution it only gives a marginal

improvement ( Table 2 ). In this case if training time is of primary concern then it might be better to learn a NB classifier. 

7. Conclusion and future direction 

In this paper, we present a new text classification methodology, named DIST, based on discriminative information space

construction and discrimination information pooling. Each term in the classification problem is assigned a weight that quan-

tifies the discrimination information it provides for category k over the rest. These discriminative term weights are then used

to transform the input term space into a new two-dimensional feature space. The transformation is based on a statistical

model of opinion pooling. A simple linear discriminant function is then learned in this feature space for final classification. 

DIST is evaluated on ten different training and test pairs from six different data sets belonging to news article classifica-

tion, sentiment analysis, and spam filtering. Its classification accuracy and area under the ROC curve value is compared with

that of four other classifiers – naive Bayes, maximum entropy, balanced winnow, and support vector machines. Statistical

significance tests show that DIST outperforms the aforementioned classifiers in all settings. Its performance is substantially

better in situations where the training and test set follow different distributions. DIST classification time per document is

asymptotically O(| T | ) (i.e. independent of the number of categories in the problem), as compared to O(| C|| T | ) of naive

Bayes. The performance of DIST with one tenth of the features is still better than that of naive Bayes with the full feature

set on some data sets. Furthermore, contrary to the popular belief our results also showed that relative risk and its logarith-

mic variant is either equivalent or even better than odds ratio and its logarithmic variant respectively for text classification.

A theoretical comparison of DIST with naive Bayes, discriminative, and hybrid classifiers is also presented. 

DIST is efficient, effective, robust, and simple. All these characteristics make it suitable for many text classification prob-

lems, especially those having (a) distribution shift between training and test data, (b) high dimensional feature space, and

(c) time and memory limitations. DIST is based on a general classifier framework. This framework emerges when the specific
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decisions made for DIST are generalized. The framework is very rich and diverse with the potential of generating dozens of

different classifiers. We have only tested some of these variants. This is a rich framework worth exploring in future. 
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