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\textbf{Abstract:} Automatic freeway incident detection is an important component of advanced transportation management systems (ATMS) that provides information for emergency relief and traffic control and management purposes. Earlier algorithms for freeway incident problems have produced less reliable results, especially in recurrent congestion and compression wave traffic conditions. This article presents a new two-stage single-station freeway incident detection model based on advanced wavelet analysis and pattern recognition techniques. Wavelet analysis is used to denoise, cluster, and enhance the raw traffic data, which is then classified by a radial basis function neural network. An energy representation of the traffic pattern in the wavelet domain is found to best characterize incident and nonincident traffic conditions. False alarm during recurrent congestion and compression waves is eliminated by normalization of a sufficiently long time-series pattern. The model is tested under several traffic flow scenarios including compression wave conditions. It produced excellent detection and false alarms characteristics. The model is computationally efficient and can readily be implemented online in any ATMS without any need for recalibration.
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\textbf{Introduction}

An important component of any advanced transportation management system (ATMS) is the reliable and efficient detection of traffic incidents. Traffic incidents on heavy demand freeways can seriously disrupt the performance of the entire highway network. From an engineering point of view, the challenge is to localize the disruptive effects of an incident. The key to this problem is the development of an automatic algorithm that immediately recognizes the presence of a congestion-inducing incident so that effective control measures can be taken to prevent the spread of the congestion. A typical urban highway network often has excess capacity at any given time. The goal is to effectively utilize this extra capacity when a bottleneck occurs.

Traffic incident detection algorithms must rely on data obtained at periodic time intervals from traffic sensors or detectors. The common traffic data available for use in incident detection algorithms are the lane occupancy, speed, and flow rate obtained from road sensors located every 500 m to 2 km at usually 20- or 30-s time intervals. Incident detection algorithms must be able to process this information to determine changes in patterns that may indicate an incident condition. However, incident-like patterns may also be produced by nonincident conditions such as recurrent congestion during rush hours and banding of vehicles or compression waves. Traffic incident detection algorithms also have to be able to deal effectively with erroneous data from malfunctioning traffic sensors.

Over the years, researchers have developed numerous algorithms for the traffic incident detection (ID) problem (Cook and Cleveland 1974; Payne and Tignor 1978; Ahmed and Cook 1982; Persaud and Hall 1989; Chassiakos and Stephanedes 1993; Hsiao et al. 1994; Cheu and Ritchie 1995; Dia and Rose 1997; Lin and Daganzo 1997; Ishak and Al-Deek 1998; Lin and Chang 1998; Xu et al. 1998). These algorithms range from earlier simple comparative approaches to more recent pattern recognition and decision-making techniques. The results, in general, have not been very satisfactory, and few freeway management systems today employ an automatic ID algorithm. The complexity arises from both the dynamic and unpredictable nature of traffic flow and the unreliability of the installed traffic sensors, which in turn make simple approaches unreliable.

When a traffic incident reduces the capacity below the prevailing flow rate a queue will form on the upstream direction producing a significant reduction in lane speed and a significant increase in lane occupancy. This change in pattern is well pronounced. The queue, however, may develop slowly, depending on the prevailing flow conditions and the number of lanes closed. Hence the detection time can be large. On the other hand, the change in the flow pattern downstream of a capacity-reducing incident can take place within seconds, independent of the prevailing flow rate before the occurrence of the incident. This change (decrease in lane flow rate and occupancy), however, is not as significant compared with that occurring on the upstream direction of the incident. It has been argued that an algorithm that uses only the downstream readings produces a high false alarm rate and has difficulty in distinguishing compression waves from incident producing patterns (Weil et al. 1998). This argument, however, is often based on using algorithms incapable of reliably distinguishing the patterns.
Recently, Adeli and Karim (2000) presented a computational model for automatic traffic incident detection using discrete wavelet transform, fuzzy logic, and neural networks. In their model, upstream lane occupancy and speed time series data are adopted as the characterizing pattern for traffic state classification. The raw data is first denoised by soft thresholding in the wavelet domain. Subsequently, the denoised data is clustered by the fuzzy c-means technique to reduce data dimensionality and enhance feature separation. Finally, a radial basis function neural network is developed to reliably classify the denoised and clustered pattern. The model is tested with both simulated and real traffic data, producing excellent incident detection and false alarm characteristics. However, the time to detection for the model is long, and depending on traffic and incident characteristics, can be as large as 5 min.

In this work, a new traffic incident detection algorithm is presented that distinguishes effectively patterns produced by capacity reducing incidents from those produced by compression waves and recurrent congestion. Furthermore, in most traffic and incident conditions, it signals the presence of an incident within a minute of its occurrence. Only data available locally at each detector station are used for processing. Computationally, the algorithm is based on an advanced energy representation of the time-series pattern developed using wavelet theory. This approach effectively enhances the desirable features and denoises the traffic patterns, which are then classified using a radial basis function (RBF) neural network. The new algorithm is developed, described, and evaluated in subsequent sections.

Freeway Incident Detection and Patterns in Traffic Flow

A freeway incident detection algorithm determines the presence or absence of an incident condition based on patterns in traffic flow. Therefore, the selection of the number, type, and format of the traffic data to be used is essential to the reliability of the algorithm. Currently, most advanced transportation management systems can provide lane occupancy, speed, and flow rate data from irregularly spaced sensors at regular time intervals. Hence, a reliable incident detection algorithm must be based on the use of such data only. When selecting appropriate patterns for an effective incident detection algorithm three goals were set.

- First, the selected patterns must consistently characterize traffic incident conditions and, at the same time, be distinguishable from other flow conditions such as compression waves;
- Second, the selected patterns by and large should be independent of prevailing roadway and traffic conditions to avoid calibration problems; and
- Third, the patterns should indicate an incident condition in less than 1 min after the occurrence of incidence.

In this section, patterns in traffic data before, during, and after an incident are investigated to determine the most appropriate input for the incident detection algorithm. Note that raw traffic data are analyzed. The pattern identified from this analysis will be processed further to enhance desirable features. The data presented in this section are obtained from TSIS (http://www.fhwa-tsis.com), a traffic simulation software.

Single-Station versus Two-Station Incident Detection Approaches

A capacity-reducing traffic incident will produce observable changes in flow conditions at the detector stations immediately upstream and downstream of the incident. In general, these changes consist of an increase in traffic congestion upstream and a decrease in traffic congestion downstream of the incident. Based on these observations, two different approaches—called two-station comparative and single-station approaches—have been used to develop traffic incident detection algorithms. The single-station approach relies on data obtained from only one station; whereas, the two-station approach makes use of data from two adjacent stations.

The two-station comparative approach, exemplified by the California algorithm (Payne and Tignor 1978), employs both spatial and temporal data in its algorithm logic. The premise is that using spatial data will reduce false alarms that are produced as a result of changing roadway and traffic conditions because of the natural canceling effect of comparative analysis (Weil et al. 1998; Persaud and Hall 1989; Payne and Tignor 1978). The California algorithm is a simple threshold-based algorithm that uses only one flow parameter (occupancy). Also, because of its comparative approach it has to be calibrated at each station to optimize it for the particular roadway geometry.

The two-station comparative approach, in general, has several disadvantages even when advanced pattern recognition techniques are employed. Traffic incidents are temporal events whose effects develop over time both in the upstream and downstream directions. However, the characteristics of the traffic patterns developed in the upstream and downstream directions are different. Therefore, combining data from both stations is likely to produce less reliable detection of incidents because of the mixing of two different temporal patterns. Two-station comparative algorithms are also more difficult to calibrate because they are affected by the geometry of the roadway, the distance between the stations, the presence of on-ramps and off-ramps, and the prevailing flow conditions.

Figs. 1 and 2 show typical time-series plots of lane occupancy, lane speed, and lane flow rate at a station upstream and downstream, respectively, of a lane-blocking incident on a two-lane freeway. Three time-series plots are displayed for three different traffic flow rates of 1,000, 1,250, and 1,500 vehicles per hour (vph) per lane. The incident occurs at time 400 s. Note that the time at which the upstream traffic occupancy and speed change [Figs. 1(a and b)] depends on the preincident flow rate. The formation of a queue, which produces significant changes in traffic occupancy and speed patterns, also depends on the reduction in the capacity and roadway conditions (not presented in the figures). Fig. 1(c) indicates that there is no significant change in the traffic flow on the upstream side. On the other hand, on the downstream side, there are significant changes in traffic occupancy and flow rate [Figs. 2(a and c)] but no significant change in traffic speed [Fig. 2(b)]. As a result, the two-station comparative algorithms that employ upstream and downstream data together are difficult to calibrate and are likely to produce unreliable detection.

Single-station approaches (Cook and Cleveland 1974; Persaud and Hall 1989) do not require data from more than one station to make a decision on the presence or absence of an incident condition. As such, their on-line implementation does not require expensive continuous communication between different detector stations. Furthermore, single-station patterns are not affected by the freeway layout and geometry. Recurring changes in traffic flow such as those produced by daily rush time traffic and bad weather can be handled effectively by using a normalization technique, as explained later.

In this research, the computational model relies on single-station patterns. This model can handle patterns from both up-
Fig. 1. Time-series plots of upstream traffic data on two-lane freeway with three prevailing flow rates of 1,000, 1,250, and 1,500 vph per lane before and after incident (a) lane occupancy plot; (b) lane speed plot; (c) lane flow rate plot

Fig. 2. Time-series plots of downstream traffic data on two-lane freeway with three prevailing flow rates of 1,000, 1,250, and 1,500 vph per lane before and after incident (a) lane occupancy plot; (b) lane speed plot; (c) lane flow rate plot
stream and downstream stations, but there is no comparison of patterns from the upstream and downstream stations. Rather, each set of patterns are processed independently.

**Upstream and Downstream Flow Patterns**

From Figs. 1 and 2, the pattern formed on the upstream or the downstream side of a capacity-reducing incident each can be used as the basis for an incident detection algorithm. On the upstream side, the dominant flow pattern is the increase in occupancy and the decrease in speed. The flow rate, however, does not show a consistent and significant change as compared to occupancy and the speed. A pattern based on the upstream time histories of lane occupancy and speed is therefore most appropriate for reliable incident detection purposes. This conclusion is confirmed by Fig. 3, which shows a scatter plot of occupancies and speeds before and after an incident. In this figure, regions of congested and normal flow are generally distinguishable. (They can be clearly separated after data denoising and feature enhancement.) On the other hand, the scatter plot of occupancy and flow rate (Fig. 4) does not indicate a clear demarcation between normal and congested flow conditions. One limitation of using only the upstream data for an incident detection algorithm is that the detection time may be unacceptably large under low flow rate conditions. The detection time is also dependent on other factors such as distance between detector stations and weather conditions.

Three observations can be made from the time series plots of traffic data on the downstream side of an incident [Figs. 2(a–c)]. First, the occupancy and the flow rate decrease rapidly after the occurrence of the incident [in about 20 s or one time interval reported by sensors in the examples of Figs. 2(a and c)]. This change, however, is less marked as compared to the increase in lane occupancy and decrease in lane speed seen on the upstream side. Second, the speed downstream of an incident is not a good indicator of an incident condition, as observed in Fig. 2(b). After passing through an incident region, vehicles will accelerate and reach free flow speeds rather quickly. Third, the times at which the occupancy and the flow rate decrease appreciably are about the same and relatively independent of the flow rate.

The scatter plots of occupancy and speed (Fig. 5) and occupancy and flow rate (Fig. 6) for data from a location downstream of an incident show that there are no discernable and separable regions for before and after incident flow conditions. Because of this, the development of a reliable algorithm for incident detection based on data from the downstream side has proven to be more difficult. Using the downstream data poses two additional challenges. First, there is the risk of false alarms as a result of compression waves because a compression wave’s occupancy and flow rate downstream patterns resemble those of an incident. Second, the magnitudes of the flow rate on the downstream side may vary because of weather conditions, the severity of the capacity reduction as a result of the incident, and other daily changes in the flow rate. On the other hand the major advantage of using the downstream data is that the change in pattern after an incident is almost immediate and independent of the prevailing flow rate.
The discrete wavelet transform (DWT) provides a powerful and efficient technique for analyzing, decomposing, denoising, and compressing signals. In particular, the DWT of a signal breaks it down into several time-frequency components that enables the extraction of features desirable for signal identification and recognition. The DWT and wavelet theory in general have been developed rapidly in the past 10 years (Daubechies 1992, Burrus et al. 1998). In this section, the basic concepts of DWT and its energy representation employed in this research are presented briefly. Additional details of DWT and its application in ITS problems can be found in Samant and Adeli (2000).

A 1D signal \( f(t) \in L^2(R) \) can be decomposed into multiresolution components that are indexed by the scale \( j \) (indicator of frequency) and the translation \( k \) (indicator of time)

\[
f(t) = \sum_k c_{j_0,k} \varphi_{j_0,k}(t) + \sum_{j=j_0}^{\infty} \sum_{k} d_{j,k} \psi_{j,k}(t)
\]

where \( L^2(R) \) is the space of all square integrable functions defined in the 1D real space \( R \); \( c_{j,k} \) is the scaling coefficient corresponding to the scaling function \( \varphi_{j,k}(t) \); and \( d_{j,k} \) is the wavelet coefficient corresponding to wavelet \( \psi_{j,k}(t) \). The index \( j_0 \) represents the lowest resolution that is decomposed by the DWT. The functions \( \varphi_{j,k}(t) \) and \( \psi_{j,k}(t) \) (\( j, k \in Z \)) are each a basis of \( L^2(R) \), and are defined by the following equations:

\[
\varphi_{j,k}(t) = 2^{j/2} \varphi(2^j t - k) \quad (2)
\]

\[
\varphi(t) = \sum_k h_0[k] \varphi(2t - k) \quad k \in Z \quad (3)
\]

\[
\psi(t) = \sum_k h_1[k] \varphi(2t - k) \quad k \in Z \quad (4)
\]

where \( h_0 = \{h_0[k] \} \) and \( h_1 = \{h_1[k] \} \) are the filter coefficients that maintain the unity norm of the functions. In this work, the Daubechies wavelet system of order eight (Daubechies 1992), defined by eight \( h_1 \) and \( h_0 \) coefficients, is used. This wavelet basis system is selected because of its orthonormality property and compact support, providing a DWT with a finite length and a finite number of wavelet coefficients.

When an orthonormal basis is used, the coefficients \( c_{j,k} \) and \( d_{j,k} \) are given by the inner product of the signal with the appropriate function

\[
c_{j,k} = c_{j,k}[k] = \int f(t) \varphi_{j,k}(t) dt \quad \forall j, k
\]

\[
d_{j,k} = d_{j,k}[k] = \int f(t) \psi_{j,k}(t) dt \quad \forall j, k
\]

which can be reduced to the following recursive equations (Burrus et al. 1998):

\[
c_{j,k} = \sum_m h_0[m-2k] c_{j+1,m}[k] \quad (7)
\]

\[
d_{j,k} = \sum_m h_1[m-2k] c_{j+1,m}[k] \quad (8)
\]

In these equations, it is assumed that the scaling coefficients of the signal at the highest resolution are known.

Traffic data are available as a discrete sequence \( f[k] \) of finite length \( L = 2^J \) where \( J \) is an integer. The highest resolution part of the scaling function \( \varphi_{j,k}(t) \) will approach a Dirac delta function and Eq. (5) will represent a sampling of \( f[k] \). Therefore, \( c_{j,k} \) can be approximated by \( f[k] \). The use of recursive Eqs. (7) and (8) for calculating the DWT coefficients requires that \( f[k] \) be extended periodically. In other words, the following equation should hold

\[
f[k] = f[k + L n] \quad n = 1, 2, 3, \ldots
\]

However, traffic time-series data, such as those shown in Fig. 1 and 2, are not periodic. In other words, generally, the end values \( f[1] \) and \( f[L] \) are not equal. As a result of the incompatibility of the traffic data with the periodic boundary condition, the wavelet representation can distort the shape of the original traffic pattern. To overcome this problem, the traffic pattern is extended on either ends before its DWT is found. This procedure is explained in detail in the next section.

An advantage of using an orthonormal basis to find the DWT of a signal is that the energy of the signal can be partitioned into its various time-frequency components. The energy contribution from each component is expressed as a function of the wavelet and scaling coefficients. This is known as Parseval’s theorem and is expressed mathematically in the form of the following energy functional (Burrus et al. 1998):

![Fig. 6. Scatter plot of downstream lane occupancy and flow rate before and after incidents](image-url)
We use this functional to enhance the traffic data streams for the purpose of pronouncing the traffic incident patterns, as explained in the next section.

**Traffic Pattern Feature Enhancement and Denoising**

In this traffic incident detection model, we process the time-series traffic data (lane occupancy, speed, and flow rate) obtained at each detector station, with the objectives of reducing noise and enhancing the desirable features. This processing is essential to ensure that no incidents go undetected and no false alarms are triggered. Upstream lane occupancy \( f_O(i) \) and speed \( f_S(i) \) form one pattern for identifying incident conditions. Downstream lane occupancy \( f_O(i) \) and flow rate \( f_F(i) \) form another pattern for identifying incident conditions.

Sixteen data points are selected for each one of the three traffic parameters. That is, the sequences \( f_O[i] \), \( f_S[i] \), and \( f_F[i] \) consist of 16 values indexed from 1 to 16. There are two reasons for selecting this length for each time series. The DWT used in this work (and in fact in most cases) requires that the number of data points to be equal to some power of 2 (4, 8, 16, etc.). For algorithmic efficiency, the smallest number is preferred. We found 16 to be the minimum number needed to avoid false alarms that may be caused by compression waves. We found this necessary for the downstream pattern \( f_O[i] \) and \( f_F[i] \), which may exhibit similar patterns for both compression waves and incident conditions.

When the time interval between successive readings is 20 s (which is the minimum available from current detector stations), 16 data points constitute 5 min and 20 s of data. Compression waves are usually temporary conditions and not very likely to exist for as long as 5 min. In other words, it is unlikely that a pattern in which the values of \( f_O[i] \) and \( f_F[i] \) \((i = 15, 16)\) are much smaller than the values of \( f_O[i] \) and \( f_F[i] \) \((i = 1, 2, ..., 14)\) is caused by a compression wave. This data sampling strategy prevents the downstream pattern from signaling an incident condition erroneously whenever a compression wave passes by.

Traffic time-series data are normalized by dividing them by the average of the highest two values in each series. Normalization reduces the significance of magnitude in the pattern recognition process and the undesirable domination of a single large value. Patterns are distinguished primarily on the basis of their shape and form and not on the basis of magnitude. As a result, the normalization technique also eliminates the need for recalibration whenever the flow condition changes. Flow variations caused by daily rush time traffic, weather conditions, geometry, and other situations can therefore be handled automatically and transparently. The normalized occupancy, speed, and flow rate sequences are represented as \( \tilde{f}_O[i] \), \( \tilde{f}_S[i] \), and \( \tilde{f}_F[i] \), respectively.

The normalized data series are extended by eight points at each end before their DWT’s are calculated. All eight data points in the extension have a magnitude equal to the average of the previous two (first two for the extension on one end and last two for the extension on the other end) values in the series. The extended normalized data series are given by

\[
\tilde{f}[i] = \begin{cases} 
0.5(\tilde{f}[1] + \tilde{f}[2]) & 1 \leq i \leq 8 \\
\tilde{f}[i-8] & 9 \leq i \leq 24 \\
0.5(\tilde{f}[15] + \tilde{f}[16]) & 25 \leq i \leq 32
\end{cases}
\]

The length \( L \) of each data series now becomes 32 (i.e., \( L = 2^5 \) and \( J = 5 \)). The need for extending the data series is shown in Fig. 7. Fig. 7(a) shows a typical flow rate data series \( \tilde{f}_F[i] \) (solid line) on the downstream side of an incident and its scale 3 (i.e., \( j = 3 \)) wavelet approximation (dashed line). Notice how the shape of the wavelet approximation is distorted at the left edge because of the periodic boundary condition assumption. Fig. 7(b) shows the same data series extended using Eq. (11) (solid line) and its scale 3 wavelet approximation (dashed line). In this figure, the wavelet distortion has been pushed aside to the outer edges, outside the usable region of data, the segment from data points 9 to 24. In this segment, the basic shape of the original data series is preserved without distortions.

In the new traffic incident detection model, the DWT is employed to reduce the dimensionality of input data for the neural network pattern classifier, eliminate the traffic noise, and enhance the desirable features in each data series. The extended data series has a length of \( 2^5 \) and is represented by scale \( J = 5 \) in Eq. (5).
modified as follows: 

\[ \text{nonincident condition patterns. Thus, the scaling coefficients} \]
\[ \text{are enhanced incident condition patterns and distinguishes them from} \]
\[ \text{nonincident condition, can be enhanced by using the energy represen-} \]
\[ \text{feature, which distinguishes an incident condition from a nonin-} \]
\[ \text{incident condition pattern on the downstream side, } x_D[i], \text{is formed by concatenating the} \]
\[ \text{occupancy and flow rate data series coefficients. Mathematically, the patterns are given by} \]
\[ x_U = \{\hat{c}_O[i], \hat{c}_S[i]\}, \quad i = 1,2,3,4 \]  
\[ x_D = \{\hat{c}_O[i], \hat{c}_F[i]\}, \quad i = 1,2,3,4 \]  

\[ \text{Pattern Classification using Radial-Basis Function Neural Network} \]

Neural networks are powerful model-free pattern classifiers (Adeli and Hung 1995). However, they can be computationally very expensive when the size or dimensionality of the input data is large, requiring a very large number of training instances. Training instances of the traffic patterns defined by Eqs. (13) and (14) are used to develop a mapping from an 8D space to a 1D space. For this purpose, the radial basis function neural network is adopted. The RBF neural network is an efficient universal classifier (Moody and Darken 1989) that has a simple topology consisting of a hidden layer of nodes with nonlinear transfer functions and an output layer of nodes with linear transfer functions. 

The topology of the RBF neural network developed for the traffic pattern classification is shown in Fig. 10. The input layer has eight nodes corresponding to the eight data points in each pattern \( (x_U[i] \text{ or } x_D[i]) \), henceforth called vector \( x \). The number of nodes in the hidden layer \( N_h \) is equal to the number of cluster centers used to characterize the input training space. The output layer has one node \( (y) \). The number of nodes in the hidden layer is chosen as a fraction of the total number of training instances. This choice is based on numerical experimentation to determine which number adequately covers the input space and produces the best mapping. We found a number within the range of 10 to 30% of the number of training instances to provide satisfactory results. The cluster centers \( \mu_i \) \((1 \leq i \leq N_h)\) is obtained using the fuzzy \(c\)-means algorithm (Bezdek 1981; Cannon et al. 1986). 

The connection from the input node \( i \) to the hidden node \( j \) is assigned the weight \( \mu_{ij} \), corresponding to the \( j \)th component of the vector \( \mu_j \). The output of a hidden node \( j \) is given by the following Gaussian transfer function:
The new computational model for freeway incident detection is tested using both real and simulated traffic data. More than 40 h of simulated traffic data is generated from the traffic simulation software TSIS/CORSIM, while real traffic data is obtained from the freeway service patrol (FSP) project’s I-880 database. A large portion of the simulated data is made up of incident or incident-like conditions on two- and three-lane freeways. This is an advantage of employing a simulation software for testing purposes, as sufficient quantities of reliable real data with traffic incidents are not readily available. Furthermore, with a data generating software it is possible to study the performance of the model under various traffic flow scenarios. The real data is used for further validation of the model.

**Introduction**

The performance of the incident detection model on a two-lane freeway (in each direction) is shown in Table 1. In the simulations, the network entry flow rate per lane is varied from 1,000 to 2,000 vph. The actual flow rate at detector stations, however, ranged from 480 to 2,640 vph per lane. The traffic incident consists of the blockage of one lane (the blockages are distributed evenly between the lanes) and a 50% reduction in capacity of the adjacent lane. In 600 different simulations, the algorithm detects all incidents both at the downstream and the upstream detector stations. One false alarm is produced at the downstream station when the demand is a low 1,000 vph per lane. The data that caused this false alarm exhibited a pattern similar to that of an incident condition pattern. This situation will occur rarely in practice and only in low flow conditions. A sensor malfunction may also cause a false alarm. But this can be handled easily in the preprocessing logic as most sensors report their operation status regularly. False alarms can be eliminated completely by using a slightly higher transition threshold from nonincident to incident condition on the RBF classifier output. In this first test scenario, the threshold was kept at zero to validate the pattern recognition properties of the model.

The average incident detection time for the downstream detector station is 46.5 s, with a range varying from 40 to 54 s. This is an acceptable delay for practically all emergency and control purposes. Also, there is practically no variation of this time with any change in flow rate and location of the incident. This result is significantly better than that reported by Adeli and Karim (2000) where the detection time is as large as 5 min. The time to detection for the upstream detector station, on the other hand, does vary significantly with the flow rate and the distance of the incident from the detector station. It varies from 70 to 228 s. The upstream pattern is based on the formation of a queue that takes a rather long time to develop (on the order of 1 to 4 min).

In subsequent test scenarios, the threshold value was taken as 0.2 where an output greater or equal to 0.2 was signaled as an incident while a value less than 0.2 was labeled as a nonincident. This was intended to eliminate false alarms but at the expense of slightly more detection times.

**Model Testing**

**First Test using Simulated Data: Two-Lane Freeway**

The performance of the incident detection model on a two-lane freeway is shown in Table 1. In the simulations, the network entry flow rate per lane is varied from 1,000 to 2,000 vph. The actual flow rate at detector stations, however, ranged from 480 to 2,640 vph per lane. The traffic incident consists of the blockage of one lane (the blockages are distributed evenly between the lanes) and a 50% reduction in capacity of the adjacent lane. In 600 different simulations, the algorithm detects all incidents both at the downstream and the upstream detector stations. One false alarm is produced at the downstream station when the demand is a low 1,000 vph per lane. The data that caused this false alarm exhibited a pattern similar to that of an incident condition pattern. This situation will occur rarely in practice and only in low flow conditions. A sensor malfunction may also cause a false alarm. But this can be handled easily in the preprocessing logic as most sensors report their operation status regularly. False alarms can be eliminated completely by using a slightly higher transition threshold from nonincident to incident condition on the RBF classifier output. In this first test scenario, the threshold was kept at zero to validate the pattern recognition properties of the model.

The average incident detection time for the downstream detector station is 46.5 s, with a range varying from 40 to 54 s. This is an acceptable delay for practically all emergency and control purposes. Also, there is practically no variation of this time with any change in flow rate and location of the incident. This result is significantly better than that reported by Adeli and Karim (2000) where the detection time is as large as 5 min. The time to detection for the upstream detector station, on the other hand, does vary significantly with the flow rate and the distance of the incident from the detector station. It varies from 70 to 228 s. The upstream pattern is based on the formation of a queue that takes a rather long time to develop (on the order of 1 to 4 min).

In subsequent test scenarios, the threshold value was taken as 0.2 where an output greater or equal to 0.2 was signaled as an incident while a value less than 0.2 was labeled as a nonincident. This was intended to eliminate false alarms but at the expense of slightly more detection times.

**Second Test using Simulated Data: Three-Lane Freeway**

Table 2 shows the performance of the model on a three-lane freeway for entry flow rates ranging from 1,250 vph to 2,000 vph per
lane. Only one lane (either the lane adjacent to the shoulder or the median) is blocked in this scenario, with no reduction in capacity of the other lanes. This scenario simulates a shoulder or median obstruction that also requires the closure of the adjacent traffic lane. Under this scenario in 600 different traffic simulations, the downstream detector station produced perfect results while the upstream detector station missed four incidents during low demand conditions. The missed detections by the upstream detection station are understandable because the remaining capacity (about 4,000 vph) is still able to handle the demand without the development of significant congestion on the upstream side. On the other hand, the downstream detector station is able to detect all incidents within about 1 min of its occurrence. This test scenario illustrates the capability of the model under low demand conditions and minor obstructions, situations in which many algorithms produce poor detection and numerous false alarms.

**Third Test using Simulated Data: Compression Waves**

A compression wave in a traffic stream is characterized by a pattern of increased occupancy and flow rate that moves in the direction of flow and lasts for a few minutes at any given location (usually less than 5 min). Compression waves appear as a clustering of vehicles within the traffic stream. They are a major source of false alarms generated by automated incident detection algorithms. To test the model’s performance under compression wave-like conditions, 100 min of data are generated for a two-lane freeway with a moderate flow rate of 1,500 vph per lane and with several periods of increased flow rate up to 500 vph. The periods of increased flow rate are limited to 5 min or less based on the assumption that compression waves are temporary conditions. A typical 25-min plot of lane occupancy is shown in Fig. 11. The higher flow rate period lasts from 600 to 900 s. In all, there are 374 patterns in this 100-min of data. The model correctly identified all of them as nonincident conditions.

**Fourth Test using Real Data: FSP Project’s I-880 Database**

The freeway service patrol project’s database contains traffic data for a 14.8 km (9.2 mile) long segment of the I-880 freeway between Oakland and San Jose, California. This segment has a varied geometry of 3 to 5 lanes (in each direction), single and mul-

### Table 1. Performance of New Incident Detection Model on Two-Lane Freeway

<table>
<thead>
<tr>
<th>Flow rate (vph per lane)</th>
<th>Location (m)</th>
<th>Downstream station&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Upstream station&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Detection Time (s)</th>
<th>Detection Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Detections</td>
<td>False Alarms</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,000</td>
<td>244</td>
<td>10/10</td>
<td>1/40</td>
<td>50</td>
<td>10/10</td>
</tr>
<tr>
<td>1,000</td>
<td>122</td>
<td>10/10</td>
<td>0/40</td>
<td>40</td>
<td>10/10</td>
</tr>
<tr>
<td>1,100</td>
<td>244</td>
<td>10/10</td>
<td>0/40</td>
<td>40</td>
<td>10/10</td>
</tr>
<tr>
<td>1,100</td>
<td>122</td>
<td>10/10</td>
<td>0/40</td>
<td>40</td>
<td>10/10</td>
</tr>
<tr>
<td>1,250</td>
<td>244</td>
<td>10/10</td>
<td>0/40</td>
<td>48</td>
<td>10/10</td>
</tr>
<tr>
<td>1,250</td>
<td>122</td>
<td>10/10</td>
<td>0/40</td>
<td>46</td>
<td>10/10</td>
</tr>
<tr>
<td>1,500</td>
<td>244</td>
<td>10/10</td>
<td>0/40</td>
<td>48</td>
<td>10/10</td>
</tr>
<tr>
<td>1,500</td>
<td>122</td>
<td>10/10</td>
<td>0/40</td>
<td>48</td>
<td>10/10</td>
</tr>
<tr>
<td>1,750</td>
<td>244</td>
<td>10/10</td>
<td>0/40</td>
<td>44</td>
<td>10/10</td>
</tr>
<tr>
<td>1,750</td>
<td>122</td>
<td>10/10</td>
<td>0/40</td>
<td>48</td>
<td>10/10</td>
</tr>
<tr>
<td>2,000</td>
<td>244</td>
<td>10/10</td>
<td>0/40</td>
<td>54</td>
<td>10/10</td>
</tr>
<tr>
<td>2,000</td>
<td>122</td>
<td>10/10</td>
<td>0/40</td>
<td>52</td>
<td>10/10</td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td>120/120</td>
<td>1/480</td>
<td>120/120</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>Distance of the traffic incident from the upstream station. Distance between stations is 460 m.

<sup>b</sup>Numbers after / indicate the total number of simulations.

### Table 2. Performance of New Incident Detection Model on Three-Lane Freeway

<table>
<thead>
<tr>
<th>Flow rate (vph per lane)</th>
<th>Location (m)&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Downstream station&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Upstream station&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Detection Time (s)</th>
<th>Detection Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Detections</td>
<td>False Alarms</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1,250</td>
<td>244</td>
<td>10/10</td>
<td>0/140</td>
<td>40</td>
<td>6/10</td>
</tr>
<tr>
<td>1,500</td>
<td>244</td>
<td>10/10</td>
<td>1/140</td>
<td>42</td>
<td>10/10</td>
</tr>
<tr>
<td>1,833</td>
<td>244</td>
<td>10/10</td>
<td>0/140</td>
<td>48</td>
<td>10/10</td>
</tr>
<tr>
<td>2,000</td>
<td>244</td>
<td>10/10</td>
<td>0/140</td>
<td>66</td>
<td>10/10</td>
</tr>
<tr>
<td>Totals</td>
<td></td>
<td>40/40</td>
<td>1/560</td>
<td>40</td>
<td>36/40</td>
</tr>
</tbody>
</table>

<sup>a</sup>Distance of the traffic incident from the upstream station. Distance between stations is 460 m.

<sup>b</sup>Numbers after / indicate the total number of simulations.
Result Summary and Comparison

The results of the new incident detection model indicate that the downstream detector station data and logic by themselves provide satisfactory results. In an ATMS that does not provide speed data, the upstream detector station logic can be eliminated. However, in situations where speed data are available, the upstream detector station logic provides an additional level of reliability without any significant increase in computation. In general, the downstream station logic will signal an incident before it is signaled by the upstream station logic, thus making the upstream logic a backup in situations where a detector failure has occurred. The results also show the calibration free transferability of the model where the model trained using simulated data performs reliably when tested using both real and simulated data. As compared to the fuzzy-wavelet RB-FNN model presented by Adeli and Karim (2000), the new model produces significantly shorter detection times without any loss in detection and false alarm rate performance. Furthermore, the new model is computationally more efficient because it does not require the computation of the inverse wavelet transform and the fuzzy $c$-mean at each time interval.

Table 3. Performance of New Incident Detection Model using Real Data from Freeway Service Patrol (FSP) Project’s Database

<table>
<thead>
<tr>
<th>Downstream station</th>
<th>Upstream station</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detections</td>
<td>False Alarms</td>
</tr>
<tr>
<td>20/21 (95.2%)</td>
<td>0/480 (0%)</td>
</tr>
</tbody>
</table>

Note: Numbers after “/” indicate the total number of tests.
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