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Abstract. Computational intelligence has figured prominently in many 
solutions to the network intrusion detection problem since the 1990s. This 
prominence and popularity has continued in the contributions of the recent past. 
These contributions present the success and potential of computational 
intelligence in network intrusion detection systems for tasks such as feature 
selection, signature generation, anomaly detection, classification, and 
clustering. This paper reviews these contributions categorized in the sub-areas 
of soft computing, machine learning, artificial immune systems, and agent-
based systems. 

1   Introduction  

Network intrusion detection (NID) is essentially a pattern recognition problem in 
which network traffic patterns are classified as either ‘normal’ or ‘abnormal’. This is 
a difficult problem because of the wide diversity of traffic patterns and the need for 
accuracy in real-time operation. The NID problem has been tackled since the early 
days of computer networks but an efficient, effective, and practical solution is still 
being sought [30]. The incorporation of computational intelligence in network 
intrusion detection systems (NIDS) presents the greatest potential for an acceptable 
solution. Computational intelligence has yielded successful solutions to similar 
problems in other domains such as the highway incident detection problem [12]. Like 
the NID problem, the highway incident detection problem requires rapid and reliable 
identification of incidents (e.g. accidents) from raw traffic data obtained from sensors 
located at different points on the highway network.  

In recent years significant contributions have been made towards the solution of 
the NID problem. Many of these contributions employ computational intelligence 
approaches derived and motivated from concepts of biological intelligence. This 
paper reviews recent computational intelligence contributions in the areas of soft 
computing (section 2), machine learning (section 3), artificial immune systems 
(section 4), and agent-based systems (section 5).  

2   Soft Computing  

Neural networks, fuzzy systems, and evolutionary algorithms have been used 
extensively for network intrusion detection. Neural networks are known to be 
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effective classifiers and feature selectors / dimensionality reducers. As such, neural 
networks have been a component of several recent NIDSs. As part of the MAID 
intrusion detection system, a BP neural network is used for identifying DoS attacks 
[16]. The inputs to the neural network are statistically preprocessed SNMP MIB 
(management information base) data. Ng et al. use a stochastic radial-basis function 
neural network to extract and rank features for DoS attacks from the DARPA 
database [37].  NIDSs based on support vector machines (SVMs) and neural 
networks, and the study of various features for intrusion detection based on the 
performance of SVM and neural network classifiers is presented in [4, 34]. It has been 
found that SVMs perform better than neural networks for intrusion classifications. Liu 
et al. describe the design and performance of an anomaly detection system using the 
ART neural network [40]. Unlike the previously mentioned neural network based 
systems, this system can be trained in real-time operations. Valdes uses a competitive 
neural network to cluster unlabeled data into groups [3]. This overcomes the issue of 
having labeled normal and abnormal traffic for training. Sarasamma et al. propose a 
hierarchical Kohonen network model for detecting anomalies and outliers in 
connection events database [35]. Each level is a simple winner-take-all neural 
network that identifies features in the problem space. In this way, a clustering of the 
data is obtained which is then labeled using confidence measures. 

Fuzzy sets and fuzzy logic have been used successfully for problems involving 
vagueness and imprecision including NID. The FIRE detection system, which is 
based on fuzzy techniques, uses the fuzzy cognitive map for decision making [17]. In 
the system design, several features in TCP, UDP, and ICMP protocol headers are 
evaluated by modeling some of them as fuzzy variables and visualizing them to 
ascertain their ‘fuzziness’. Lee and Mikhailov propose a fuzzy classification system 
for intrusion detection based on numeric features [19], while Shah et al. describe a 
fuzzy clustering approach applied to statistics obtained from low level kernel system 
and network data [13]. A hybrid neuro-fuzzy intrusion detection system is described 
in [32]. 

Evolutionary algorithms (EAs) provide robust solutions to many problems by 
adopting a process of selection and evolution similar to the natural process of 
evolution. For NID, evolutionary algorithms have proven useful for signature 
generation and feature selection. Pillai et al. describe a genetic algorithm (GA) for 
generating high quality rules from the DARPA intrusion detection database [23]. The 
generation of fuzzy rules or signatures from anomaly traffic is described in [9]. These 
rules serve as negative selectors in an immunity-based intrusion detection system. 
Florez et al. present a fuzzy association rule mining approach for generating fuzzy rule 
sets [11]. A threshold on the similarity between different (fuzzy) sets of rules is used to 
detect intrusions. Middlemiss and Dick use GA to rank features by evolving feature 
weights over multiple generations with a nearest neighbor rule for fitness function [22]. 
An evolutionary algorithm has also been used to optimally design a radial-basis 
function neural network for intrusion detection [1]. Song et al. present an efficient 
algorithm for training from large data sets using linear structured genetic programming 
(GP) [7]. The GP algorithm is able to find features from the KDDCup-99 data set that 
contains 0.5 million records in 15 minutes. The design, implementation, and evaluation 
of GA-based misuse detection system is described in [31]. A recent study of the 
suitability of a fitness function for NID is presented in [28]. 
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3   Machine Learning 

Several machine learning and data mining techniques have been proposed for NID. 
Markov models have been used for capturing the sequence of events in network 
traffic and determining the probabilities of significant changes from the norm. Ye et 
al. study the performance of a Markov-chain model of normal events for detecting 
abnormal ones by applying it to UNIX system logs [25], while Anming and Chunfu 
investigate hidden Markov models for network intrusion detection [39]. Zhang and 
Zhu integrate hidden Markov models and neural networks for NID [36]. In general, 
Markov based models are efficient but often less accurate because of the wide 
diversity of normal behaviors. Decision tree models have been employed to analyze 
protocol headers for feature selection and intrusion detection [33], while a comparison 
of naïve Bayes and decision trees is provided in [26]. Cho utilizes both soft and hard 
computing approaches by integrating a hidden Markov model of normal traffic with 
neural network and fuzzy logic [33]. Feature selection and dimensionality reduction is 
done with a SOM, construction of a database of normal sequences is performed with a 
Markov model, and a fuzzy inference system is used for decision making. A NIDS 
based on a probabilistic data mining approach for learning rules of normal and 
abnormal traffic is presented in [24].  

4   Artificial Immune Systems 

The human immune system is an example of an efficient and effective intrusion 
defense system. It is capable of identifying beneficial (self) and harmful (non-self) 
elements in the body and taking action to expel or eradicate unwanted elements. This 
defense system has a direct analogy to the network intrusion detection and response 
system. It is therefore not surprising that immunity-based NIDS have been proposed 
since the 1990s. The recent works in this area have focused on developing detectors 
for self and non-self. An investigation of the parameters involved in the creation of 
non-self detectors is presented in [15], while in [18] EA is employed to create hyper-
ellipsoid detectors for negative selection. Gomez et al. describe the generation of 
fuzzy rules that characterize the non-self of an immunity-based NIDS [14]. Hang and 
Dai test an immunity-based NIDS with both positive and negative selection classes 
[38]. A study of anomaly detection using different features of traffic and protocol 
header in the context of an immunity-based NIDS is presented in [10]. Esponda et al. 
present a formal framework for positive and negative selection in immunity-based 
systems [8]. A survey of immunity-based computer defense systems and discussion of 
future development trends is presented in [20]. 

5   Agent-Based Systems 

Computer networks are distributed in nature. As such, distributed agent-based 
systems are commonly proposed for their security including intrusion detection. 
Miller and Inoue describe the performances of distributed NIDSs in which agents 
perform local feature extraction using SOMs and global decision making [27]. 
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Dasgupta and Brian present a distributed architecture for network security using 
packet, process, system, and user information [6]. It combines profile-based anomaly 
detection and parametric pattern matching in an agent-based system motivated from 
the human immune system [5]. Specific agents implement neural network 
classification and fuzzy inference for decision making at a central location. Siraj et al. 
describe their intelligent intrusion detection system which involves distributed 
information collection and central information processing and decision making using 
fuzzy cognitive maps [2]. An intelligent agent based distributed architecture is 
presented in [29], while a cooperative/collaborative architecture is presented in [41]. 
Zhou et al. propose a cooperative model for network security in which different 
elements of the security chain – firewalls, intrusion detection, VPNs – interact among 
themselves while maintaining a certain degree of independence [21]. 

6   Conclusion 

Computational intelligence has figured prominently in many proposed solutions to the 
network intrusion detection problem in the recent past. In these solutions, 
computational intelligence provides functionalities such as feature selection, signature 
generation, anomaly detection, and decision making. This paper reviews these 
solutions categorized into the sub-areas of soft computing, machine learning and data 
mining, artificial immune systems, and agent-based systems. It is observed that 
computational intelligence holds great promise for an effective and practical solution 
to the network intrusion detection problem.  
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